**Abstract**—This paper studies the interaction between a designer and a group of strategic and self-interested users who possess information the designer does not have. Because the users are strategic and self-interested, they will act to their own advantage, which will often be different from the interest of the designer, even if the latter is benevolent and seeks to maximize (some measure of) social welfare. In the settings we consider, the designer and the users can communicate (perhaps with noise), the designer can observe the actions of the users (perhaps with error) and the designer can commit to (plans of) actions—interventions—of its own. The designer’s problem is to construct and implement a mechanism that provides incentives for the users to communicate and act in such a way as to further the interest of the designer—despite the fact that they are strategic and self-interested and possess private information. To address the designer’s problem we propose a general and flexible framework that applies to many scenarios. To illustrate the usefulness of this framework, we discuss some simple examples, leaving further applications to other papers. In an important class of environments, we find conditions under which the designer can obtain its benchmark optimum—the utility that could be obtained if it had all information and could command the actions of the users—and conditions under which it cannot. More broadly we are able to characterize the solution to the designer’s problem, even when it does not yield the benchmark optimum. Because the optimal mechanism may be difficult to construct and implement, we also propose a simpler and more readily implemented mechanism that, while falling short of the optimum, still yields the designer a “good” result.

**Index Terms**—Game Theory, Incomplete Information, Mechanism Design, Intervention, Resource Allocation

### I. INTRODUCTION

We study the interaction between a group of users and a designer. If the users are compliant or the designer can command the actions of the users, then the designer is faced with an optimal control problem of the sort that is well-studied. Little changes if the users have private information (about themselves or about the environment) that the designer does not have but the designer can communicate with the users, because the designer can simply ask or instruct the users to report that information. However, a great deal changes if the users are not compliant but rather are self-interested and strategic and the designer cannot command the actions and reports of the users. In that case, the users may (and usually will) take actions and/or provide reports that are in their own self-interest but not necessarily in the interest of the designer. The objective of this work is to understand the extent to which the designer can provide incentives to the users to take actions and provide reports that further the objectives of the designer, be those selfish or benevolent. (The case of a benevolent designer is probably the one of most interest, but the problem faced by a benevolent designer is no easier than the problem faced by a selfish designer: the goal of a benevolent designer is to maximize some measure of social welfare—which might include both total utility and some measure of fairness—but the goal of an individual user is to maximize its own utility; hence the incentives of the designer and of the individual user are no more aligned when the designer is benevolent than when the designer is selfish, so the same incentives to misrepresent and misbehave are present in both circumstances. Such incentives frequently lead to the over-use of resources and to substantial inefficiencies [1], [2].) Here, we are specifically interested in settings in which the users can send reports to the designer and the designer in turn can send messages to the users before the users act, after which the designer may take actions of its own—interventions. Our use of intervention builds on [3]–[6], but we go beyond that work in considering private information, imperfect monitoring and costly communication—in addition to intervention itself.

Our work has something in common with the economic theory of mechanism design in the tradition of [7]–[11]. Indeed, our general framework builds on that of [12], and the abstract theory of mechanism design—in particular the revelation principle—does play a role. However, [12] does not solve any of our problems because after we use the revelation principle to restrict our attention to incentive compatible direct mechanisms we must still construct the optimal mechanism, which is a non-trivial undertaking. Moreover, when we admit physical (and other) constraints, noisy communication and imperfect monitoring, the revelation principle does not help because
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it entirely obscures all of these complications. Finally, the revelation principle simply does not hold when communication is costly.

We treat settings in which the users have private information but (perhaps limited and imperfect) communication between the users and the designer – more precisely, the device employed by the designer – is possible. The users have the opportunity to send reports about their private information, and the device can in turn send messages to the users; in both cases, we allow for the possibility that communication is noisy so that the report/message sent is not necessarily the report/message received. After this exchange of information, the users take actions. Finally, the device, having (perhaps imperfectly) observed these actions, also has the opportunity to act. Generalizing a construction of [12], we formalize this setting as a communication mechanism. The device the designer employs plays two roles: first, to coordinate the actions of the users before they take them, and second, to discipline the users afterwards. Because users are self-interested and strategic, their reports and actions will only serve the interest of the designer if they also serve their own interests. Thus we are interested in strategy profiles for the users that each user finds optimal, given the available information, the strategies of others and the nature of the given device; we refer to these as communication equilibria. Note that the device is not strategic – it is a device after all – but the designer behaves strategically in choosing the device. Because we focus here on the problem of the designer, we are interested in finding devices that support equilibria that the designer finds optimal. (If the designer is benevolent – i.e., intends to maximize social welfare, perhaps constrained by some notion of fairness – these devices will also serve the interests of the users as a whole, but if the designer is self-interested they may not.) We are particularly interested in knowing when the designer can find a device so as to achieve his benchmark optimum – the outcome he could achieve if he knew all relevant information and users were fully compliant – despite the fact that information is in fact private and users are in fact self-interested. For a class of environments that includes many engineering problems of interest (e.g., power control [6], [13], medium access control (MAC) [4], [14], and flow control [14]–[18]) we find conditions under which there exist mechanisms that achieve the benchmark optimum and conditions under which such mechanisms do not exist. In case they do not exist, we find conditions such that the problem of finding an optimal protocol can be decoupled. Because the optimal protocol may still be difficult to compute, we also provide a simple algorithm that converges to a protocol that, although perhaps not optimal, still yields a “good” outcome for the designer. [19] demonstrates that these non-optimal protocols are very useful in a flow control management system.

Throughout, we assume that the designer can commit to a choice of a device that is pre-programmed to carry out a particular plan of action after the reports and actions of the users. In mechanical terms, such commitment is possible precisely because the designer deploys a device – hardware or software or both – and then leaves. Indeed, the desire of the designer to commit is one reason that it employs a device. Although other assumptions are possible, this assumption seems most appropriate for the settings we have in mind, in which the designer is a long-lived and experienced entity who has learned the relevant parameters (user utilities and distribution of user types) over time, but the users are short-lived, come and go but do not interact repeatedly: in a particular session they are not playing a repeated game and are not forward-looking.2

There is by now a substantial communication engineering literature that addresses the problem of providing incentives for strategic users to obey a particular resource allocation scheme. Such incentives might be provided in a number of different ways. [3]–[6] provide incentives via intervention, and the frameworks adopted in [15] and [20] capture the concept of intervention as well. However, none of the preceding works has considered the strategic aspect associated to the information acquisition, which is the qualifying point of our analysis. In this work we extend the intervention framework to deal with situations in which the users have private information and try to exploit such advantage, and we propose a novel methodology to retrieve the private information providing the users with an incentive to declare this information truthfully. A rather different literature, including [21]–[24], adopts literal pricing schemes in which users are required to make monetary payments for resource usage.3 Literal pricing schemes require the designer to have specific knowledge (the value of money to the users) and require a technology for making monetary transfers, which is missing in many settings, such as wireless communication. Moreover, it does not necessarily solve the problem of a benevolent designer since monetary payments are by definition costly for the user making them and hence wasteful.4 An additional difficulty in employing literal payment schemes is that it is debatable whether users would agree to a pricing scheme that dynamically varies with the state of the system, in particular if users have to pay for a service that had hitherto been free. A smaller literature [27]–[29] addresses environments in which users have private information – their private monetary valuations for access to the resource – and uses ideas from mechanism design and auction theory [30] to create protocols in which users are asked to report their private monetary valuations, after which access to the resource is apportioned and users make monetary payments according to the reports they submit.5

2If the interaction between the designer and the users is long and sustained, then the interaction should be modeled as a repeated game, in which case the analysis would be completely different and the designer should consider only policies which are part of a subgame perfect equilibrium.

3A different line of work, which includes [13], [25], [26] but is quite far from the work here, uses pricing in scenarios where users are compliant, rather than self-interested and strategic. In those scenarios, however, the function of pricing is decentralization: prices induce utility functions for the users that lead them to take the desired actions without the need for centralized control. In these scenarios pricing is figurative rather than literal; monetary payments are not actually required.

4A possible exception occurs when/if all users value money in the same way and it is possible to make transfers among users, so that some users make payments and others receive payments.
to their access and the reports of valuations. For very detailed comparison of intervention, pricing, and other approaches, see [31].

The remainder of this paper is organized as follows. Section II introduces our framework of devices and mechanisms and the notion of equilibrium. Section III presents an example to illustrate how private information, information revelation and intervention all matter. Section IV asks when some devices achieve the benchmark optimum. Section V studies the properties of the optimal devices and Section VI offers a constructive procedure for choosing devices that are simple to compute and implement – if not necessarily optimal. Section VII concludes with some remarks.

II. FRAMEWORK

We consider a designer and a collection of users. The designer chooses an intervention device and then leaves – the designer itself takes no further actions. In a single session the device interacts with a fixed number of users, labeled from 1 to n. We will write $N \equiv \{1, \ldots , n\}$ for the set of users. We think of the users in a particular session as drawn from a pool of potential users, so users may be (and typically will be) different in each session. We allow for the possibility that users are drawn from different pools – e.g., occupy different geographical locations or utilize different channels.

User $i$ is characterized by an element of a set $T_i$ of types; a user’s type encodes all relevant information about the user, which will include the user’s utility function and the influence the user’s type has on other users and on the designer. Write $T = T_1 \times \ldots \times T_n$ for the set of possible type profiles. Users own their own type; users and the designer know the distribution of user types $\pi_i$ (a probability distribution on $T_i$). If user $i$ is of type $t_i$, then $\pi_i(\cdot | t_i)$ is the conditional distribution of types of other users. (We allow for the possibility that types are correlated, which might be the case, for instance, if users have private information about the current state of the world and not only about themselves.) In each session, user $i$ chooses an action from the set $A_i$ of actions. We write $A = A_1 \times \ldots \times A_n$ for the set of possible action profiles and $(a_i, a_{\neg i})$ for the action profile in which user $i$ chooses action $a_i \in A_i$ and other users choose the action profile $a_{\neg i} \in A_{\neg i} = A_1 \times \ldots \times A_{i-1} \times A_{i+1} \times \ldots \times A_n$; we use similar notation for types, etc.

The designer is characterized by its utility function and the set $D$ of devices it might use. A device – which might consist of hardware or software or both – has four features: 1) it can receive communications from users, 2) it can send communications to users, 3) it can observe the actions of users, and 4) it can take actions of its own. As in [3], we interpret the actions of the device as interventions. We formalize a device as a tuple $D = (\{R_i\}, \{M_i\}, \mu, X, \Phi, e^R, e^M, e^A)$, where:

- $R_i$ is the set of reports that user $i$ might send; write $R = R_1 \times \ldots \times R_n$ for the set of report profiles;
- $M_i$ is the set of messages that the device might send to user $i$; write $M = M_1 \times \ldots \times M_n$ for the set of message profiles;
- $\mu : R \rightarrow \Delta(M)$ is the message rule, which specifies the (perhaps random) profile of messages to be sent to the users as a function of the reports received from all users; if $r$ is the profile of observed reports we write $\mu_r$, for the corresponding probability distribution on $M$, and $\mu_r(m)$ for the probability that the message $m$ is chosen when the observed report is $r$;
- $X$ is the set of interventions (actions) the device might take;
- $\Phi : R \times M \times A \rightarrow \Delta(X)$ is the intervention rule, which specifies the (perhaps random) intervention the device will take given the received reports, the transmitted messages and the observed actions; if $r$ are the observed reports, $m$ the transmitted messages and $a$ the observed actions, we write $\Phi_{r,m,a}$ for the corresponding probability distribution on $X$;
- $e^R : R \rightarrow \Delta(R)$ encodes the noise in receiving reports: users send the report profile $r$ but the designer observes a random profile $\hat{r}$ distributed according to $e^R_r$;
- $e^M : M \rightarrow \Delta(M)$ encodes the noise in receiving messages: the device sends the message profile $m$ but users observe a random profile $\hat{m}$ distributed according to $e^M_m$;
- $e^A : A \rightarrow \Delta(A)$ encodes the error in monitoring actions: the users choose an action profile $a$ but the device observes a random profile $\hat{a}$ distributed according to $e^A_a$.

The set of all conceivable devices is very large, but in practice the designer will need to choose a device from some prescribed (perhaps small) subset $D$, so we assume this throughout. In this generality, reports and messages could be entirely arbitrary but typically reports will provide (perhaps incomplete) information about types, and messages will provide (perhaps incomplete) recommendations for actions, and we will frequently use this language.

If the report spaces are singletons then reports are meaningless, so singleton report spaces $R_i$ express the absence of reporting. Similarly, a singleton message space $M$ expresses the absence of messaging and a singleton intervention space $X$ expresses the absence of intervention. The absence of noise/error with regard to reports, messages or actions can be expressed by requiring that the corresponding mapping(s) be the identity; e.g., $e^R_r$ is point mass at $r$ and so $\hat{r} = r$ for all report profiles, etc. However, in any of these cases we would usually prefer to abuse notation and omit the corresponding component of the tuple that describes the device.

The utility $U_i(a, t, r_i, x)$ of user $i$ depends on the actions $a$ and types $t$ of all users, the report $r_i$ chosen by user $i$, and the intervention $x$ of the designer. The utility $U(a, t, r, m, x)$ of the

\footnote{The notation $\Delta(B)$, where $B$ is a set with cardinality $b+1$, denotes the $b$-unit simplex.}

\footnote{If the message $m$ is always chosen given the observed report profile $r$, $\mu_r$ is point mass at $m$, i.e., $\mu_r(z) = 1$ if $z = m$, $\mu_r(z) = 0$ otherwise. However, in this case we usually prefer to abuse notation and write $\mu(r) = m$. Below, we will make similar notational abuses without further comment.}
designer depends on the actions $a$ and types $t$ of all users, on the reports $r$, the messages $m$ and the intervention $x$ of the designer. The dependence of utility on reports and messages allows for the fact that communication may be costly. Note that the utility of a user depends only on the report that user sends, but the utility of the designer depends on the messages it sends and on the reports of the users. If this seems strange, keep in mind that if the designer is benevolent and seeks to maximize social utility, he certainly cares about the reporting costs of users.

A communication mechanism, or mechanism for short, is a tuple $C = (N, (T_i, A_i, U_i), \pi, U, D)$ that specifies the set $N$ of users, the sets $T_i$ of user types, the sets $A_i$ of user actions, the utility functions $U_i$ of users, the distribution $\pi$ of types, the utility function $U$ of the designer, and the device $D$. We view the designer as choosing the device, which is pre-programmed, but otherwise taking no part: the users choose and execute plans and the device carries out its programming.

The operation of a communication mechanism $C$ is as follows.

- users make reports to the device;
- the device “reads” the reports (perhaps with error) and sends messages to the users (perhaps depending on the realization of the random rule);
- users “read” the messages\(^8\) (perhaps with error) and take actions;
- the device “monitors” the actions of the users (perhaps imperfectly) and, following the rule, makes an intervention (perhaps depending on the realization of the random rule).

A strategy for user $i$ is a pair of functions $f_i : T_i \rightarrow R_i$, $g_i : T_i \times M_i \rightarrow A_i$ that specify which report to make, conditional on the type of user $i$, and which action to take, conditional on the type of user $i$ and the message observed. We do not specify a strategy for the device because the device is not strategic, its behavior is completely specified by the message rule and the intervention rule – but the designer behaves strategically in choosing the device. Given a profile $(f, g)$ of user strategies, and the intervention device $D$, the expected utility of a user $i$ whose type is $t_i$ is obtained by averaging over all random variables involved, i.e.,\(^9\):

$$EU_i(f, g, t_i, D) = \sum_{(t, i) \in T_i} \pi(t | t_i) \sum_{\hat{a} \in A} \sum_{m \in M} \mu_i(m) \cdot \sum_{\tilde{m} \in M} \epsilon^M_i(\tilde{m}) \sum_{\hat{a} \in A} \sum_{x \in X} \Phi_{\hat{r}, \hat{m}, \hat{a}}(x) U_i(a, t, r, m, x)$$

where $r_j = f_j(t_j)$ and $a_j = g_j(t_j, \tilde{m}j), \forall j \in N$, are the reports sent and the actions taken by users. Similarly, the expected utility of the designer is

$$EU(f, g, D) = \sum_{t \in T} \pi(t) \sum_{\hat{r} \in R} \sum_{m \in M} \mu_i(m) \cdot \sum_{\hat{m} \in M} \epsilon^M_i(\hat{m}) \sum_{\hat{a} \in A} \sum_{x \in X} \Phi_{\hat{r}, \hat{m}, \hat{a}}(x) U(a, t, r, m, x)$$

The strategy profile $(f, g)$ is an equilibrium if each user is optimizing given the strategies of other users and the device $D$; that is, for each user $i$ we have

$$EU_i(f_i, f_{-i}, g_i, g_{-i}, t_i, D) \geq EU_i(f'_i, f_{-i}, g'_i, g_{-i}, t_i, D)$$

for all strategies $f'_i : T_i \rightarrow R_i$, $g'_i : T_i \times M_i \rightarrow A_i$.\(^10\)

We often say that the device $D$ sustains the profile $(f, g)$. We remark that the existence of such an equilibrium is not guaranteed without additional assumptions and needs to be explicitly addressed in the specific case at hand.

The designer seeks to optimize his own utility by choosing a device $D$ from some prescribed class $D$ of physically feasible devices. Because users are strategic, the designer must assume that, whatever device $D$ is chosen, the users will follow some equilibrium strategy profile $(f, g)$. Since the designer will typically recommend actions, we assume that, if more than one equilibrium strategy profile exists, the users choose (because they are coordinated to) the equilibrium that the designer most prefers (in case of a benevolent manager, it usually coincides with the equilibrium that the users prefer). Hence, the designer has to solve the following Optimal Device (OD) problem\(^11\):

$$\arg\max_{D \in \mathcal{D}} \sum_{i \in N} EU(f, g, D)$$

subject to:

$$EU_i(f_i, f_{-i}, g_i, g_{-i}, t_i, D) \geq EU_i(f'_i, f_{-i}, g'_i, g_{-i}, t_i, D) \quad \forall i \in N, \forall t_i \in T_i, \forall f'_i : T_i \rightarrow R_i, \forall g'_i : T_i \times M_i \rightarrow A_i$$

We say that a solution $D$ of the above problem is an optimal device. To maintain parallelism with some other literature, we sometimes abuse language and refer to the designer’s problem as choosing an optimal mechanism – even though the designer only chooses the device and not the types of users, their utilities, etc. Note that optimality is relative to the prescribed set $D$ of considered devices. Moreover, the expected utility of the designer obtains choosing the optimal device must not be confused with the benchmark optimum utility the designer could achieve if users were compliant, which is in general higher. If they coincide, we say that the device $D$ is a maximum efficiency device.

\(^8\)Note that we assume that each user $i$ can only read its own message $m_i$. However, our framework is suitable to model also situations in which user $i$ is able to hear the message $m_j$, intended for user $j$. In this case it is sufficient to focus on devices in which the message sent to user $j$ is part of the message sent to user $i$.

\(^9\)We have tacitly assumed that all the probability distributions under consideration have finite or countably infinite support – which will certainly be the case if the spaces under consideration are themselves finite or countably infinite; in a more general context we would need to replace summations by integrals and be careful about measurability.

\(^10\)The notion of equilibrium defined here is that of a Bayesian Nash equilibrium of the Bayesian game induced by the communication mechanism. For simplicity, we have restricted our attention to equilibrium in pure strategies; we could also allow for equilibria in mixed strategies [32].

\(^11\)Because the utility functions of the users depend on reports, and the utility function of the designer depends on messages and reports, which are parameters of the device chosen, this tacitly assumes that utility functions are defined on a domain sufficiently large to encompass all the possibilities that may arise when any device $D \in D$ is chosen.
A. Null reports, messages and interventions

In many (perhaps most) concrete settings, it is natural to presume that users might sometimes choose not to make reports and that the device might sometimes not send messages or make an intervention. The easiest way to allow for these possibilities is simply to assume the existence of null reports, null messages and null actions. In particular, we can assume that for each user \( i \) there is a distinguished report \( r_i^* \) which is to be interpreted as “not sending a report”. (On the device side, observing \( r_i^* \) should be interpreted as “not receiving a report”.) Because not making a report should be costless, we should assume that, fixing types, reports of others to the device, actions by the users and intervention by the device, \( r_i^* \) yields utility at least as great as any other report: \( U_i(a, t, r_i^*, x) \geq U_i(a, t, r_i, x) \) and \( U(a, t, r_i^*, r_{-i}, m, x) \geq U(a, t, r_i, r_{-i}, m, x) \), for all \( i, a, t, x, r_i, r_{-i}, m \). Given this assumption, and using utility when sending the report \( r_i^* \) as the baseline, we can interpret the differences \( U_i(a, t, r_i^*, x) - U_i(a, t, r_i, x) \) and \( U(a, t, r_i^*, r_{-i}, m, x) - U(a, t, r_i, r_{-i}, m, x) \) as the cost to user \( i \) and to the designer, respectively, of sending the report \( r_i \).

In this generality, the cost of sending a report might depend on all other variables. We remark that this cost does not take into consideration the impact of the communication on the interaction among the users and the intervention device: in deciding whether or not to send a report, a user must take into account the fact that sending a report may alter the messages sent by the device and hence the actions of the users and the intervention of the device. So sending a report, while increasing the instantaneous communication cost, may still lead to a higher utility because it influences the strategic choices of others.

Similarly, we could assume that for each user \( i \) there is a distinguished message \( m_i^* \) that the device might send but which we interpret as “not sending a message”. (On the user side, we interpret receipt of the message \( m_i^* \) as “not receiving a message”.) Because not sending a message \( m_i^* \) should be costless, we assume that \( U(a, t, r, m_i^*, m_{-i}, x) \geq U(a, t, r, m_i, m_{-i}, x) \) for all \( i, a, t, r, m_{-i}, x, m_i \), and so interpret the difference \( U(a, t, r, m_i^*, m_{-i}, x) - U(a, t, r, m_i, m_{-i}, x) \) as the cost of sending the message \( m_i \), which might depend on all other variables.

Finally, we could assume that there is a distinguished intervention \( x^* \) that we interpret as “not making an intervention”. If (as we usually do) we want to interpret an intervention as a punishment, we should assume that \( x^* \) yields utility at least as great as any other intervention for each user and the designer: \( U_i(a, t, r_i, x^*) \geq U_i(a, t, r_i, x) \) and \( U(a, t, r, m, x^*) \geq U(a, t, r, m, x) \) for all \( i, a, t, r, m, x \), and we interpret the differences \( U_i(a, t, r_i, x^*) - U_i(a, t, r_i, x) \) and \( U(a, t, r, m, x^*) - U(a, t, r, m, x) \) as the cost of the intervention to user \( i \) and to the designer, respectively, which might depend on all other variables.

If the sets of reports (respectively, messages, interventions) are singletons, then by default there are no possible reports (respectively, messages, interventions).

If \( D \) is a device for which “not making an intervention” is possible and \((f, g)\) is an equilibrium with the property that \( \Phi_{f, m, \hat{a}}(x^*) = 1 \), for all type profiles \( t \), observed reports \( \hat{r} \), sent messages \( m \) and observed actions \( \hat{a} \) (with \( \hat{r}, m \) and \( \hat{a} \) occurring with positive probability), we say that \( D \) sustains \((f, g)\) without intervention. The most straightforward interpretation is that the device threatens punishments for deviating from the recommended actions and that the threats are sufficiently severe that they do not need to be executed. Again, this is natural in context: by using the intervention device, the designer commits to meting out punishments for deviation, even if those punishments are costly for the designer as well as for the users.

B. Direct mechanisms

To be consistent with [12], we say that the mechanism \( C_d \) is a direct mechanism if \( R_i = T_i \) for all \( i \) (users report their types, not necessarily truthfully) and \( M = A \) (the device recommends action profiles), there are no errors, and reports and messages are costless (i.e., utility does not depend on reports or messages). If \( C_d \) is a direct mechanism we write \((f^*, g^*) = (f_1^*, \ldots, f_n^*, g_1^*, \ldots, g_n^*)\) for the strategy profile in which users are honest (report their true types) and obedient (follow the recommendations of the device); that is, \( f_i^*(t_i) = t_i \) and \( g_i^*(t_i, a_i) = a_i \) for every user \( i \), type \( t_i \), and recommendation \( a_i = \mu_i(t_i) \). If \((f^*, g^*)\) is an equilibrium, we say that \( C_d \) is incentive compatible. If a device is such that the resulting mechanism is an incentive compatible direct mechanism, we say that the device is incentive compatible.

Incentive compatible direct mechanisms play a special role because of the following generalization of the revelation principle. (We omit the proof, which is almost identical to the proof of Proposition 2 in [12].)

**Proposition 1.** If \( C \) is a mechanism for which reports and messages are costless and \((f, g)\) is an equilibrium of the mechanism \( C \), then there is an incentive compatible direct mechanism \( C_d \) with the same action and intervention spaces for which the honest and obedient strategy profile \((f^*, g^*)\) yields the same probability distribution over outcomes as the profile \((f, g)\).

As we shall see later, (this version of) the revelation principle is useful but its usefulness is limited for a number of reasons. The first reason is that, although it restricts the class of mechanisms over which we must search to find the designer’s most preferred outcome, we still have to find the optimal device in this class, which is not always an easy task. The second reason is that in practice there will often be physical limitations on the devices that the designer can employ (because of limits to the device’s monitoring capabilities, for instance) and hence limitations on the communication mechanisms that should be considered, but these may not translate into limitations on a corresponding direct mechanism. For instance, in a flow control scenario, it will often be the case that the device can observe total flow but not the flow of individual users and can only observe this flow with errors; no such restrictions occur in direct
mechanisms. Finally, as noted before, the revelation principle does not hold when communication is costly.

C. Special cases

The framework we have described is quite general so it is worth noting that many, perhaps more familiar, frameworks are simply special cases:

- If \( T, R, M \) and \( X \) are all singletons, then our framework reduces to an ordinary game in normal form and our equilibrium notion reduces to Nash equilibrium.
- If \( R, M \) and \( X \) are all singletons, then our framework reduces to an ordinary Bayesian game and our equilibrium notion reduces to Bayesian Nash equilibrium.
- If \( T, R \) and \( X \) are all singletons, then our framework reduces to a game with a mediation device and our equilibrium notion reduces to intervention framework of [3] and our equilibrium notion reduces to intervention equilibrium.
- If there are no errors, and reports and messages are costless, then our framework reduces to a communication game in the sense of [12] and our equilibrium notion reduces to communication equilibrium.

III. WHY INTERVENTION AND INFORMATION REVELATION MATTER

To illustrate our framework, we give a simple example to show that strategic behavior matters, intervention matters, and communication plus intervention matters – in the sense that they all change the outcomes that can be achieved.

We consider the problem of access to two channels \( A \) and \( B \) (e.g., two different bandwidths, or two different time slots). In each session, two users (identified as user 1 and user 2, but drawn from the same pool of users) can access either or both channels; we use \( A, B, AB \) to represent the obvious actions. Each user seeks to maximize its utility, which is the sum of its own goodput in the two channels.

Potential users are of four types: \( HL, ML, LM \) and \( LH \); the probability that a user is of a given type is \( 1/4 \). We interpret a user’s type \( xy \) as the quality of channels \( A, B \) to that user: channel \( A \) has quality \( x \) (Low, Medium or High), channel \( B \) has quality \( y \) (Low, Medium or High). The goodput obtained by user \( i \) is drawn from the same pool of users) can access either or both channels; we use \( A, B, AB \) to represent the obvious actions. Each user seeks to maximize its utility, which is the sum of its own goodput in the two channels.

Potential users are of four types: \( HL, ML, LM \) and \( LH \); the probability that a user is of a given type is \( 1/4 \). We interpret a user’s type \( xy \) as the quality of channels \( A, B \) to that user: channel \( A \) has quality \( x \) (Low, Medium or High), channel \( B \) has quality \( y \) (Low, Medium or High). The goodput obtained by user \( i \) is 1.2 from a given channel depends on the user’s type and on which user(s) access the channel.

- if user \( i \) does not access the channel it obtains goodput \( = 0 \)
- if both users access the channel they interfere with each other and both users obtain goodput \( = u_I \)
- if user \( i \) is the only user to access channel \( A \) and its type is \( xy \) then it obtains goodput \( u_x \) (where \( x = L, M, H \))

\[ \text{if user } i \text{ is the only user to access channel } B \text{ and its type is } x y \text{ then it obtains goodput } u_y \text{ (where } y = L, M, H) \]

We assume \( 2u_I < u_L < u_M < u_H \).

We consider five scenarios: (I) no intervention or communication, (II) communication but no intervention, (III) intervention but no communication, (IV) intervention and communication, and (V) the benchmark setting in which the designer has perfect information and users are obedient. For simplicity, we assume that the devices available to the designer are very restricted: reports and messages are costless, there are no errors and the actions are either \( x^* \) “take no action” or \( x^* = \) “access both channels”. If the device takes no action, user utilities are as above; if the device accesses both channels then each user’s goodput is \( u_I \) on each channel the user accesses. The designer is benevolent and hence seeks to maximize social utility – the expected sum of user utilities.

I No communication, No Intervention Independently of the user’s type, the other user’s type, and the other user’s action, it is always strictly better for each user to access both channels, so in the unique (Bayesian Nash) equilibrium both users always choose action \( AB \), and (in obvious and suggestive notation), (expected) social utility is \( EU(I) = 4u_I \).

II Communication, No Intervention Nothing changes from scenario I: no matter what the users report and the device recommends, it is strictly better for each user to access both channels, so in the unique equilibrium both users always choose action \( AB \), and social utility is \( EU(II) = 4u_I \).

III Intervention, No Communication The sets \( R_i \) of reports and \( M \) of messages are singletons, so the device obtains no information about the users and can suggest no actions to the users. The best the designer can do is to use an intervention rule that coordinates the two users to different resources; given the restriction on device actions an optimal rule is:

\[ \Phi (a_1, a_2) = \begin{cases} x^* & \text{if } a_1 = A \text{ and } a_2 = B \\ x_1 & \text{otherwise} \end{cases} \]

where \( a_1 \) and \( a_2 \) are the actions adopted by the two users, which are assumed to be aware of the intervention rule. Given this intervention rule, the best equilibrium strategy profile (i.e., the one that yields highest social utility) is for user 1 to access channel \( A \) and user 2 to access channel \( B \), so that there is never a conflict. Given the distribution of types, social utility is \( EU(III) = (u_H/2) + (u_M/2) + u_I \).

IV Communication, Intervention We consider a direct mechanism in which the users report their types \( (R_i = T_i) \)

13Note that in this model the utility obtained when accessing a channel in the presence of interference does not depend on the number of interferers present and on their channel qualities, which may not be realistic in certain scenarios. This assumption is made here in order to keep the discussion simple, but could be easily relaxed at the price of a much more cumbersome discussion in terms of notation and number of cases to be considered. In addition, in most reasonable scenarios (i.e., when the goodput obtained in the presence of any amount of interference is significantly lower than that obtained in its absence), the qualitative conclusions we draw here would be maintained.

14This is not the only equilibrium but it is the best, both for the designer and for the users. In the other equilibrium the users access both channels.
and the device $D$ recommends actions ($M = A$). The device uses the following message and intervention rules:

$$
\mu(r_1, r_2) = \begin{cases} 
(A, B) & \text{if } r_1 = HL \text{ or } r_1 = ML \\
(B, A) & \text{otherwise}
\end{cases}
$$

$$
\Phi(r_1, r_2, a_1, a_2) = \begin{cases} 
x^* & \text{if } (a_1, a_2) = \mu(r_1, r_2) \\
x_1 & \text{otherwise}
\end{cases}
$$

where $r_1, r_2$ are the reports and $a_1, a_2$ are the actions. This is an incentive compatible direct mechanism. To see this we must show that the honest and obedient strategy $(f^*_1, g^*_1)$ is the most preferred strategy for all types of user 1, given that user 2 follows its honest and obedient strategy $(f^*_2, g^*_2)$, and conversely for user 2. We will describe the calculations for user 1, from which those for user 2 can be derived by the symmetry of the problem.

Assume user 1 is of type $HL$. If it is honest and obedient, it obtains a utility of $u_H$ because it accesses its preferred channel. This utility is always higher than the utility it obtains not being obedient, i.e., if it does not follow the recommendation. In fact in this case it never obtains a utility higher than $2u_H$ because the channels are interfered by the device. Now assume user 1 is obedient but not honest. If it reports type $ML$ it can still access its preferred channel, obtaining a utility of $u_H$, the same as if it were honest. If it reports type $LM$ or $LH$, it accesses half of the time its preferred channel and half of the time its less preferred channel (depending on the type of user 2), obtaining an expected utility of $(u_H + u_L)/2$ which is lower than $u_H$. These considerations translate mathematically into the set of inequalities in Fig. 1 for $EU_1(f^*, g^*, HL, D)$, stating that user 1 has an incentive to be honest and obedient if it is of type $HL$. Fig. 1 also shows the analogous inequalities if user 1 is of type $ML$, $LM$ or $LH$.

Notice that following this mechanism never leads to interference (users always access different channels) and users are “assigned” to the most efficient channels 7/8 of the time. However, users are not always assigned to the most efficient channels: if type profiles are $(t_1, t_2) = (ML, HL)$ or $(t_1, t_2) = (LH, LM)$ then user 1 is assigned to channel $A$ and user 2 is assigned to channel $B$, which is inefficient. This inefficiency is an unavoidable consequence of incentive compatibility: if user 2 were always assigned to his preferred channel $A$ when he reported $HL$ (for instance) then he would never be willing to report $ML$ when that was his true type. Expected social utility under this mechanism is

$$
EU(IV) = (3u_H/4) + (3u_M/4) + (u_L/2)
$$

V Benchmark Social Optimum: Public Information, Perfect Cooperation The social optimum is obtained by assigning the user with the best channel quality to his favorite channel and never assigning two users to the same channel. Expected social utility is

$$
EU(V) = (7u_H/8) + (5u_M/8) + (u_L/2)
$$

Direct calculation shows that social utilities in four of the five scenarios are strictly ranked:

$$
EU(I) = EU(II) < EU(III) < EU(IV) < EU(V)
$$

In words: in comparison to the purely Bayesian scenario (no intervention), communication without intervention achieves nothing. Intervention without communication improves social utility by damping destructive competition, intervention with communication improves social utility even more by extracting some information and using that information to promote a more efficient coordination across types, but even intervention with communication does not achieve the benchmark social optimum under full cooperation. It is possible to show that the same conclusions would be obtained in an environment with $n$ users and $m$ channels (for arbitrary $n, m$), provided that $m \geq n$ and $mu_H < u_L < u_M < u_H$.

It is worth noting that similar comparisons across scenarios could be made in many environments and the ordering of expected social utility would be as above:

$$
EU(I) \leq EU(II) \leq EU(III) \leq EU(IV) \leq EU(V)
$$

In general, any of these inequalities might be strict.

IV. RESOURCE ALLOCATION GAMES IN COMMUNICATION ENGINEERING

In the following sections of the paper, we explore the designer’s problem in a class of abstract environments that exhibit some features common to many resource sharing situations in communication networks, including power control [6], [13], MAC, [4], [14], and flow control [14]–[18].

The contributions of this part of the paper are the following. We characterize the direct communication mechanisms that are optimal among all mechanisms. We provide conditions on the environment under which it is possible for the designer to achieve its benchmark optimum – the outcome it could achieve if users were compliant – and conditions under which it is impossible for the designer to achieve its benchmark optimum. Although we can characterize the optimal device, other mechanisms are also of interest, for several reasons. The optimal device may be very difficult to compute. It is therefore of some interest to consider mechanisms that are sub-optimal but easy to compute, and we provide a simple algorithm that converges to such a mechanism. Moreover, in some situations, it may not be possible for the users to communicate with the designer, so it is natural to consider intervention schemes that do not require the users to make reports. These sub-optimal devices are very useful to implement practical schemes and, for this reason, are used in [19] to design a flow control management system robust to self-interested and strategic users.

A. The considered environment

In this subsection we formalize the particular (but, at the same time, quite general) environment we consider from now
on, motivating each assumption with examples of its application in resource sharing situations in communication networks.

We consider a finite and discrete type set made by real numbers $T_i = \{\tau_{i,1}, \tau_{i,2}, \ldots, \tau_{i,v_i}\} \subset \mathbb{R}$, $v_i \in \mathbb{N}$, in which the elements are labeled in increasing order, $\tau_{i,1} < \tau_{i,2} < \ldots < \tau_{i,v_i}$. We interpret the type of a user as the valuation of a particular resource for the user (e.g., different types may represent different quality of service classes). We assume that every type profile has a positive probability to occur, i.e., $\pi(t) > 0, \forall t$. We allow the users to take actions in a continuous interval $A_i = [a_{i}^{\min}, a_{i}^{\max}] \subset \mathbb{R}$, which we interpret as the level of resource usage (e.g., it may represent the adopted transmission power, which is positive and upper bounded). We assume that the devices available to the designer are such that reports and messages are costless, there are no errors, and there exists the intervention action $x^* \in X$ which we interpret as “no intervention”. In this case we can simply write $U_i(a, t, x)$ for the utility of user $i$ and $U(a, t, x)$ for the utility of the designer and we can restrict our attention to incentive compatible direct mechanisms. That is, we consider only the incentive compatible devices $D = \{(T_i), (A_i), \mu, X, \Phi\}$ in which $x^* \in X$.

We assume that the designer’s utility satisfies the following assumptions, $\forall t \in T$,

**A1:** $U(a, t, x^*) > U(a, t, x), \forall a \in A, \forall X, \forall x \in X, x \neq x^*$

**A2:** $g^M(t) = \arg\max_a U(a, t, x^*)$ is unique

**A3:** $g^M(t)$ is differentiable with respect to $t_i$ and $\frac{\partial g^M(t)}{\partial t_i} > 0$

Assumption A1 states that the “no intervention” action is the strictly preferred action of the designer, regardless of users’ actions and types. Interpreting interventions as punishments, assumption A1 asserts that the designer is not happy if the users are punished.

Assumption A2 states that, for every type profile $t \in T$, the users’ joint action profile that maximizes the designer’s utility is unique, and by assumption A3, each component in $g^M$ is continuous and increasing in the type of that user. If actions represent the level of resource usage and types represent resource valuations, assumption A3 asserts that the higher $i$’s valuation the higher $i$’s socially optimal level of resource usage.

Under these assumptions, the benchmark optimum for the designer can be easily determined

$$EU^{\text{ben}} = \sum_{t \in T} \pi(t) U(g^M(t), t, x^*)$$ (2)

For each type profile $t \in T$, we define the complete information game

$$\Gamma_i^0 = (N, A_i, \{U_i(\cdot, t, x^*)\}_{i=1}^n)$$

$\Gamma_i^0$ is the complete information game (users know everybody’s type) that can be derived from our general framework assuming that sets of types $T_i$, reports $R_i$, messages $M_i$ and interventions $X$ are singletons (in particular, $X = \{x^*\}$). It can be thought as the game that models users’ interaction in the absence of an intervention device and when the type profile is known.

The strategy of user $i$ in this context is represented by the function $g_i : T \to A_i$ (notice that we can omit the dependence on the messages), since the function $f : T \to R$ is automatically defined (users do not send reports or receive messages, or equivalently, always send the report “no report” and receive the message “no message”). We denote by $g^{NE^0}(t) = (g_i^{NE^0}(t), \ldots, g_i^{NE^0}(t))$ a Nash Equilibrium ($NE$) of the game $\Gamma_i^0$, which is an action profile so that each user obtains its maximum utility given the actions of the other users, i.e., $\forall i \in N$ and $\forall g_i : T \times \{m^*\} \to A_i$,

$$U_i(g^{NE^0}(t), t, x^*) \geq U_i(g_i(t), g_{-i}^{NE^0}(t), t, x^*)$$

We assume that users’ utilities $U_i(a, t, x^*)$ are twice differentiable with respect to $a$ and, $\forall a \in A, \forall t \in T, \forall i, j \in N$, all the results go through if utility functions are only continuous. The assumption that utility functions are twice differentiable is made only in order that submodularity (A5) takes a particularly convenient form.
i \neq j,

\textbf{A4:} \ U_i(a,t,x^i) \text{ is quasi-concave in } a_i \text{ and there exists a unique best response function } h_i^{BR}(a_{-i},t) = \arg\max_{x^i} U_i(a,t,x^i)

\textbf{A5:} \ \frac{\partial^2 U_i(a,t,x^i)}{\partial a_i \partial a_j} \leq 0

\textbf{A6:} \ \text{There exists } g^{NE}_0 \text{ such that } g^{NE}_0(t) \geq g^M(t) \quad \text{and } g^{NE}_k(t_k,t_{-k}) > g^M_k(t_k,t_{-k}) \text{ for some user } k \in N \text{ and type } t_k \in T_k.

Since for \textbf{A4} the users’ utilities are quasi-concave (thus the game \Gamma^0 \text{ is a quasi-concave game}) and the best response function \( h_i^{BR}(a_{-i},t) \) that maximizes \( U_i(a,t,x^i) \) is unique, \( i \)'s utility is monotonically with respect to \( a_i \), or it increases with \( a_i \) until it reaches a maximum for \( h_i^{BR}(a_{-i},t) \), and decreases for higher values. As a consequence, a \( NE \ g^{NE}_0(t) \) of \( \Gamma^0 \) exists. In fact, the best response function \( h_i^{BR}(a,t) = (h_1^{BR}(a_{-1},t), \ldots, h_i^{BR}(a_{-n},t)) \) is a continuous function from the convex and compact set \( A \) to \( A \) itself, therefore Brouwer’s fixed point theorem ensures that a fixed point exists.

Assumption \textbf{A5} asserts that \( \Gamma^0 \) is a submodular game and ensures that \( h_i^{BR}(a_{-i},t) \) is a non increasing function of \( a_j \), \( j \neq i \). Interpreting \( a_i \) as \( i \)'s level of resource usage, this situation reflects resource allocation games where it is in the interest of a user not to increase its resource usage if the total level of use of the other users increases, in order to avoid an excessive use of the resource. Nevertheless, assumption \textbf{A6} says that strategic users use the resources more heavily compared to the optimal (from the designer’s point of view) usage level.

The class of games satisfying assumptions \textbf{A1-A6} includes the linearly coupled games [14] and many resource allocation games in communication networks, such as the MAC [4, 14], power control [6], [13] and flow control [14]-[18] games, assuming that the designer’s utility is increasing in the users’ utilities (i.e., a benevolent designer).

\begin{proof}
For each type profile \( t \in T \) and intervention rule \( \Phi : A \rightarrow \Delta(X) \) (we can omit the dependence on reports and messages), we define the complete information game

\[ \Gamma_t = (N, A, \{ U_i(\cdot,t,x) \}_{i=1}^n) \]

where \( x \) is drawn according to the distribution \( \Phi(a) \), i.e., with probability \( \Phi(a)(x) \), \( \Gamma_t \) is the complete information game (users and designer know everybody’s type) that can be derived from our general framework assuming that sets of types \( T_i \), reports \( R_i \) and messages \( M_i \), are singletons. Our general framework reduces in this case to the intervention framework of [3] and our equilibrium notion reduces to intervention equilibrium.

As in the game \( \Gamma^0 \), the strategy of user \( i \) is represented only by the function \( g_i : T \rightarrow A_i \), but in this case \( i \) has to take into account the effect on its (expected) utility of the intervention action \( x \), which depends on the adopted action profile \( a \). According to the notions introduced in the general framework, we say that a device \( D \), defined by the set of interventions \( X \) and the intervention rule \( \Phi \), sustains (without intervention) the strategy profile \( g(t) = (g_1(t), \ldots, g_n(t)) \) in \( \Gamma_t \) if \( g \) is an equilibrium of \( \Gamma_t \) (and \( \Phi(g)(x^i) = 1 \)). If there exists a device \( D \) able to sustain (without intervention) the profile \( g \) in \( \Gamma_t \), we say that \( g \) is sustainable (without intervention) in \( \Gamma_t \).

\end{proof}

\section{Optimal Devices}

In this section we study the class of environments introduced in Section IV with the general framework proposed in Section II. In particular, we take the part of a designer seeking to maximize his own expected utility in the presence of self-interested and strategic users, choosing an optimal device in the class of available devices \( D \) specified in Section IV.

First of all we wonder if the designer can choose a maximum efficiency device \( D \in D \) to obtain his benchmark utility despite the fact that the users are strategic. We characterize the existence and the computation of maximum efficiency devices based on some properties of the complete information setting. Moreover, we prove that a necessary condition for the existence of a maximum efficiency device requires the type sets to be sufficiently sparse.

Even for cases in which a maximum efficiency device does not exist, the designer is still interested in obtaining the best he can, choosing an optimal device. For this reason we study the problem of finding the optimal device and we prove that, under some properties of the complete information setting, the original problem can be decoupled into two sub-problems that are easier to solve.

\subsection{Properties of a maximum efficiency device}

In this subsection we address the problem of the existence and the computation of a maximum efficiency incentive compatible device.

The first result we derive asserts that a maximum efficiency device exists if and only if, for every type profile \( t \), the optimal (for the designer) strategy profile \( g^M(t) \) is sustainable without intervention in \( \Gamma_t \), and users have incentives to reveal their real type given that they will adopt \( g^M \) and the intervention device does not intervene. If this is the case, we are also able to characterize all maximum efficiency devices.

\begin{proposition}
\textbf{Proposition 2.} \( D = \langle (T_i), (A_i), \mu, X, \Phi \rangle \) is a maximum efficiency device if and only if, \( \forall t \in T \),

\begin{enumerate}
\item the optimal action profile \( g^M(t) \) is sustainable without intervention in \( \Gamma_t \);
\item each user \( i \) having type \( t_i \) prefers the action profile \( g^M(t) \) with respect to the action profile \( g^M(t'_{i},t_{-i}) \), for every
\end{enumerate}

\end{proposition}
alternative type $t'_i$ user $i$ might have, i.e.,
\[
\sum_{t_i \in T_{-i}} \pi(t \mid t_i) U_k(g^M(t), t, x^*) \geq \\
\geq \sum_{t_i \in T_{-i}} \pi(t \mid t_i) U_k(g^{M}(t'_i, t_{-i}), t, x^*) \\
\forall i \in N, \forall t_i \in T_i, \forall t'_i \in T_i
\]

3: the suggested action profile is the optimal action profile of
game $\Gamma$, i.e., $\mu(t) = g^M(t)$;
4: the restriction of the intervention rule in $r = t$ and $m = g^M(t)$, i.e., $\Phi_0 = \Phi_t, g^M(t), a$, sustains without intervention $g^M(t)$ in $\Gamma_t$.

Proof: See Appendix A

Condition 1 is related to what is achievable by the designer
in the complete information setting, condition 2 is related to
the structure of the environment (which is not controllable by
the designer), while conditions 3-4 say how to obtain a maximum
efficiency direct mechanism once 1-2 are satisfied.

In the second result we combine condition 2 of Proposition
2 with assumptions A3-A6 to derive a sufficient condition
on the type set structures under which a maximum efficiency
incentive compatible direct mechanism does not exist. We
define the bin size $\beta_k$ of user $k$’s type set, $T_k$, as the
maximum distance between two consecutive elements of $T_k$:
$\beta_k = \max_{x \in \{1, \ldots, v_k-1\}} (\tau_{k,x+1} - \tau_{k,x})$. We define the bin
size $\beta$ as the maximum among the bin sizes of all users:
$\beta = \max_{k \in N} \beta_k$.

Proposition 3. There exists a threshold bin size $\zeta > 0$ so that
if $\beta \leq \zeta$ then a maximum efficiency incentive compatible
direct mechanism does not exist.

Proof: Let $k \in N$ and $t_k \in T_k$ be such that $g^{\text{NE}}(t_k) > g^M(t_k), \forall t_i \in T_{-i}$. We rewrite condition 2 of Proposition 2 for user $k$ and type $t_k$:
\[
\sum_{t_{-k} \in T_{-k}} \pi(t \mid t_{k}) U_k(g^M(t_k, t_{-k}), t, x^*) \geq \\
\geq \sum_{t_{-k} \in T_{-k}} \pi(t \mid t_k) U_k(g^M(t'_k, t_{-k}), t, x^*) \quad (3)
\]
$\forall t'_k \in T_k$. We have $h^{BR}(g^M(t), t) = h^{BR}(g^{\text{NE}}(t), t) = g^{\text{NE}}(t)$, where the first inequality is valid due to the submodularity.

Let $t_k(t_{-k})$ be the value of user $k$’s type so that
$g^M(t_k(t_{-k}), t_{-k}) = h^{BR}(g^{\text{NE}}(t_k(t_{-k}), t_{-k}), t)$ if it exists (in this case A3 guarantees it is greater than $t_k$); and $t_k(t_{-k}) = \tau_{k,v_k}$ otherwise. Let $t_k = \min_{t_{-k}} t_k(t_{-k})$. If $\{t_k, t_{-k}\} \cap T_k \neq \emptyset$ (in particular, this is true if $\beta \leq t_k - t_k$), $\forall t_k \in \{t_k, t_{-k}\} \cap T_k$ and $\forall t_{-k} \in T_{-k}$ we obtain
\[
U_k(g^M(t_k(t_{-k}), t_{-k}), t, x^*) > U_k(g^M(t_k(t_{-k}), t_{-k}), t, x^*)
\]
contradicting Eq. (3).

Interpretation: when user $k$’s type is $t_k$, $k$’s resource usage
that maximizes the designer’s utility, $g_k^M(t)$, is lower than the
one that maximizes $k$’s utility, $h^{BR}_k(g_k^M(t), t), \forall t_{-k} \in T_{-k}$. If $k$ reports a type $t'_k$ slightly higher than $t_k$, then the intervention
device suggests a slightly higher resource usage, allowing $k$
to obtain a higher utility. Hence, $k$ has an incentive to cheat
and resources are not allocated as efficiently as possible.
To avoid this situation, the intervention device might decrease
the resources given to a type $t'_k$. In this case the loss of efficiency
occurs when the real type of $k$ is $t'_k$, and it does not receive
the resources it would deserve. These two cases are such that
at least one of them corresponds to a non-zero inefficiency.
Since both occur with positive probability, a positive overall
inefficiency is unavoidable.

It is worth noting that we consider finite type sets and
a finite intervention rule set mainly to simplify the logical
exposition. However, all results might be derived also with
infinite and continuous sets. In particular, if type sets are
continuous Proposition 3 implies that a maximum efficiency
incentive compatible direct mechanism never exists.

B. Properties of an optimal device

If a maximum efficiency device exists, the set of optimal
devices in $D$ coincides with the set of maximum efficiency
devices in $D$, that is characterized in Proposition 2. If a
maximum efficiency device does not exists, the designer seeks
to obtain the best he can, minimizing the loss of efficiency.
He has to choose the optimal device solving the OD problem.
However, this may be computationally hard.

In this subsection we consider some additional conditions to
simplify the OD problem. First, we assume that the designer’s
utility is a function of the users’ utilities (this is the case, for
example, of a benevolent designer that seeks to maximize some
measure of social welfare). Moreover, we suppose that, for each
type profile $t \in T$, every action profile $g(t)$ lower than $g^{\text{NE}}(t)$ is
sustainable without intervention in $\Gamma_t$. Finally, we assume that
the utility of a user $i$ adopting the lowest action $a^{\text{min}}_i$ is always
equal to 0, i.e., $U_i(a^{\text{min}}_i, a_{-i}, t, x) = 0, \forall a_{-i}, t, x$. Interpreting
$a^{\text{min}}$ as no resource usage, this means that, independently of
types and other users’ actions, a user that does not use resources
obtains no utility. In particular, this last assumption implies that:

Lemma 1. The utility of user $i$ is non increasing in the actions
of the other users.

Proof:
$U_i(a, t, x) = U_i(a^{\text{min}}, a_{-i}, t, x) + \int_{a^{\text{min}}}^{a_i} \frac{\partial U_i(z, a_{-i}, t, x)}{\partial z} \frac{\partial z}{\partial a_j} = \int_{a^{\text{min}}}^{a_i} \frac{\partial U_i(z, a_{-i}, t, x)}{\partial z} \frac{\partial z}{\partial a_j} \leq 0$

where the inequality is valid because of A5.

Under the additional assumptions of this subsection, we can
prove the following result that allows the designer to further
restrict the class of mechanisms to take into consideration.
Lemma 2. There exists an optimal device such that, for every type profile \( t \in T \), the recommended action profile \( \tilde{a}(t) \) is unique (i.e., \( \mu \) is point mass at \( \tilde{a}(t) \)) and the restriction of the intervention rule in \( r = t \) and \( m = \tilde{a}(t) \), i.e., \( \Phi_a = \Phi_{t,\tilde{a}(t),a} \), sustains without intervention \( \tilde{a}(t) \) in \( \Gamma_t \).

**Proof:** See Appendix B

Lemma 2 suggests the idea to decouple the original problem into two sub-problems. First, we can calculate the optimal message rule \( \tilde{\mu} \) under the constraint that users adopting the recommended actions have the incentive to report their real type. Then, it is sufficient to identify an intervention rule \( \Phi \) able to sustain \( \tilde{\mu}(t) \) without intervention in \( \Gamma_t \), \( \forall t \). This is formalized in the following.

Consider the device \( \tilde{D} = \langle (T_i), (A_i), \tilde{\mu}, X, \tilde{\Phi} \rangle \), where

\[ \tilde{\mu} = \arg \max_{\mu} \sum_{t \in T} \pi(t) U(\mu(t), t, x^*) \]

subject to:

\[ \sum_{t \in T} \pi(t | t_i) U_i(\mu(t), t, x^*) \geq \sum_{t \in T} \pi(t | t_i) U_i(\mu(t_i', t_{-i}), t, x^*) \]

\( \forall i \in N, \forall t_i \in T_i, \forall t_i' \in T_i \)

and, \( \forall t \in T \), \( \Phi_a = \tilde{\Phi}_{t,\mu(t),a} \) sustains without intervention \( \mu(t) \) in \( \Gamma_t \).

**Proposition 4.** \( \tilde{D} \) is an optimal device.

**Proof:** Lemma 2 guarantees that there exists an optimal device inside the class of devices in which, \( \forall t \), the recommended action profile \( \mu(t) \) is unique and the restriction of the intervention rule in \( r = t \) and \( m = \mu(t) \), i.e., \( \Phi_a = \Phi_{t,\mu(t),a} \), sustains without intervention \( \mu(t) \) in \( \Gamma_t \). Among all devices belonging to such class, \( \tilde{D} \) is selected to maximize the designer’s expected utility. Thus, \( \tilde{D} \) is an optimal device.

VI. ALGORITHM THAT CONVERGES TO AN INCENTIVE COMPATIBLE DEVICE

In this section we provide a practical tool for the designer to choose an efficient device. Because the optimal device may be very difficult to compute, even in the decoupled version of Proposition 4, we provide a simple algorithm that converges to an incentive compatible device \( D \) in which \( \mu \) is point mass (i.e., given a report the recommended action profile is unique) and, although perhaps not optimal, still yields a “good” outcome for the designer. More precisely, \( D \) will sustain without intervention the honest and obedient strategy profile. The algorithm has been designed with the idea to minimize the distance between the optimal action profile \( g(M)(t) \) and the suggested action profile \( \mu(t) \), for each possible type profile \( t \). Such an algorithm is run by the designer to choose an efficient device and can be used when, for every type profile \( t \) and at each step of the algorithm, the designer is able to identify a device for the complete information setting that sustains without intervention the suggested action profile \( \mu(r) \) in \( \Gamma_r \). (Note that the suggested action profile will never be lower than the optimal action profile \( g(M)(t) \) or higher than the NE action profile \( g^{NE0}(t) \) of \( \Gamma^0_r \).)

Given a device \( D \) in which \( \mu \) is point mass, we denote by \( W_i(t_i, t_i') \) the expected utility that user \( i \), with type \( t_i \), obtains reporting type \( t_i' \) and adopting the suggested action, when the other users are honest and obedient and the intervention device does not intervene, i.e.,

\[ W_i(t_i, t_i') = \sum_{t_{-i} \in T_{-i}} \pi(t | t_i) U_i(\mu(t_i', t_{-i}), t, x^*) \]

Moreover, we say that \( X \) and \( \Phi_{r,m,a} \) are induced by \( \mu \) if the device defined by \( X \) and \( \Phi_{r,m,a} \) without intervention in \( \Gamma_r \) under the constraint that users adopting the recommended actions (i.e., users are obedient) and, does not intervene (threats of punishments do not need to be executed since users follow the recommendations).

The algorithm initializes the device \( D \) in the following way: \( \mu(r) = g(M)(r) \), \( X \) and \( \Phi \) induced by \( \mu \). This means that, given the report profile \( r \), the device recommends the optimal (for the designer and if user types are \( r \)) action profile \( g(M)(r) \) and the users will adopt it. However, this does not guarantee that the users are honest: the reported type profile may be different from the real one, i.e., \( r \neq t \). To give an incentive for the users to be honest, in each step of the algorithm the recommended action profile \( \mu(r) \) is modified to increase the utility the users obtain if they are honest (or to decrease the utility they obtain when they are dishonest). Whenever \( \mu(r) \) is modified, also \( X \) and \( \Phi \) must be modified accordingly, selecting \( X \) and \( \Phi \) induced by \( \mu \) such that users remain obedient.

To explain the idea behind the algorithm we exploit Fig. 2, where \( i \)'s utility is plotted with respect to \( i \)'s action, for a fixed type profile \( t \), when all users are honest (i.e., \( r = t \)) and the other users are obedient (i.e., \( g_j(t_j, \mu_j(t)) = \mu_j(t) \), \( \forall j \neq i \)). Each sub-picture refers to different recommended actions (i.e., different \( \mu \)), and in each sub-picture four points are marked (some of which may possibly coincide) representing the following cases: (1) \( i \) adopts the best (for the designer) action \( g_i^M(t) \); (2) \( i \) adopts the recommended action \( \mu_i(t) \); (3) \( i \) adopts the NE action \( g_i^{NE0}(t) \) (notice that it is not the best action for user \( i \) because the other users do not adopt \( g_i^{NE0}(t) \)); and (4) \( i \) adopts the best action \( h_i^{BR}(\mu_{-i}(t), t) \).

The initialization case, in which (1) and (2) coincide, is represented by the upper-left Fig. 2. By assumption A6 \( g_i^{M}(t) \leq g_i^{NE0}(t) \) and by assumption A5 \( g_i^{NE0}(t) \leq h_i^{BR}(\mu_{-i}(t), t) \), because \( \mu_{-i}(t) \leq g_i^{NE0}(t) \). If \( W_i(t_i, t_j) \geq W_i(t_i, t_i') \), for each alternative \( i \)'s reported type \( t_i' \), then user \( i \) has an incentive to report its true type \( t_i \). If, at a certain iteration of the algorithm, this is valid for all users and for all types they may have, then the algorithm stops and we obtain a device that sustains without
intervention the honest and obedient strategy profile.\(^{18}\)

Conversely, suppose there exists a user \(i\) and types \(t_i\) and \(t_i'\) such that \(W_i(t_i, t_i') < W_i(t_i, t_i')\), i.e., user \(i\) has an incentive to report \(t_i'\) when its type is \(t_i\). In this case the algorithm increases the recommended action \(\mu_i(t_i)\) by a quantity equal to \(\epsilon_i\), moving it in the direction of the best response function \(h_i^{BR}(\mu_{-i}(t), t)\), for every possible combination of types \(t_{-i}\) of the other users, and \(X\) and \(\Phi\) must be modified accordingly such that users remain obedient. This has the effect, as represented by upper-right Fig. 2, to increase the utility of user \(i\) when it is honest, \(\forall t_{-i}\), which in turn implies that the expected utility of users \(i\) when it is honest (i.e., \(W(t_i, t_i)\)) increases. This procedure is repeated as long as \(W_i(t_i, t_i) < W_i(t_i, t_i')\) and \(\mu_i(t_i) \leq g_i^{NE^0}(t_i)\).

In case \(i\)’s suggested action \(\mu_i(t_i)\) reaches \(g_i^{NE^0}(t_i)\) and still \(W_i(t_i, t_i) < W_i(t_i, t_i')\), then the suggested action of user \(k\), \(\mu_k(t_k)\), is increased by a quantity equal to \(\epsilon_k\), \(\forall k \in N, k \neq i, \forall t_{-i} \in T_{-i}\). As we can see from lower-left Fig. 2, this means to change the shape of the curve representing \(i\)’s utility with respect to \(i\)’s action. In particular, by assumption A5, the best response function \(h_i^{BR}(\mu_{-i}(t), t)\) is moved in the direction of the recommended action \(\mu_i(t_i)\).

If \(\mu_k(t_k)\) reaches \(g_k^{NE^0}(t_k)\) as well, \(\forall k \in N\), then \(\mu_i(t_i)\) coincides with the best response function \(h_i^{BR}(\mu_{-i}(t), t)\), as represented in the lower-right Fig. 2. In fact, by definition, the NE is the action profile such that every user is playing its best action against the actions of the other users. Since \(\mu_i(t_i)\) coincides with \(h_i^{BR}(\mu_{-i}(t), t)\), \(\forall t_{-i} \in T_{-i}\), user \(i\) is told to play its best action for every possible combination of the types of the other users. Hence, user \(i\) cannot increase its utility reporting type \(t_i'\), i.e., it must be \(W_i(t_i, t_i) \geq W_i(t_i, t_i')\).

The algorithm stops the first time every user has an incentive to declare its real type. Since at each iteration the suggested action profiles are increased by a fixed amount, the algorithm converges after a finite number of iterations. The higher the steps \(\epsilon_i, i \in N\), the lower the convergence time of the algorithm. On the other hand, the lower the steps, the closer the suggested action profile to the optimal one.\(^{19}\)

A. Example: a 2-users MAC game

In this subsection we provide a simple example to illustrate the concepts introduced in the last sections and to validate the usefulness of the proposed algorithm.

Consider a MAC problem in which two users, 1 and 2, contend for a common channel. Time is slotted, and in each slot user \(i, i = 1, 2\), transmits a packet with probability \(a_i \in [0, 1]\), which is chosen by user \(i\) at the beginning of the communication sessions and kept constant. Moreover, in the system there is an intervention device \(D\) that transmits packets with probability \(x \in [0, 1]\). We assume that a packet is correctly received if and only if a collision does not occur. Hence, the rate of user \(i\) is \(R_i = a_i(1 - a_{-i})(1 - x)\), where the subscript \(-i\) denotes the other user. We consider the following utility functions for the users and the designer

\[U_i(a, t, x) = \log R_i - \frac{a_i}{t_i} + c_i, \quad i = 1, 2\]

\[U(a, t, x) = U_1(a, t_1, x) + U_2(a, t_2, x)\]

where \(a = (a_1, a_2)\), \(t = (t_1, t_2)\), \(t_i \in \mathbb{R}\) is the type of user \(i\), and \(c_i\) is a constant.

The utility of user \(i\) is increasing and concave with respect to \(i\)’s throughput, and linearly decreasing with respect to \(i\)’s transmission probability, that represents \(i\)’s average power consumption per slot. The type \(t_i\), which can be interpreted as the number of transmissions per unit of cost, expresses the trade-off between the relative importance of throughput and power for user \(i\).

\[x^* = 0\] represents the “no intervention” action. \(U_i(a, t_i, 0)\) is concave with respect to \(a_i\), and imposing \(\frac{\partial U_i(a, t_i, 0)}{\partial a_i} = 0\), the resulting NE of the game \(\Gamma_0^i\) is \(g_i^{NE^0}(t_i) = t_i, i = 1, 2\).

Also, \(U(a, t, 0)\) is jointly concave with respect to \(a_1\) and \(a_2\), and imposing \(\frac{\partial U(a, t, 0)}{\partial a_i} = 0\), the resulting optimal action is \(g_i^M(t_i) = t_i + \frac{1}{2} - \sqrt{t_i^2 + \frac{1}{4}}, i = 1, 2\).

It is possible to check that in this case all the conditions

\begin{algorithm}
\caption{General algorithm.}
1: \textbf{Initialization:} \(\mu(t) = g_i^M(t)\) \(\forall t, X\) and \(\Phi\) induced by \(\mu\)
2: For each user \(i \in N\) and each pair of types \(t_i, t_i' \in T_i\)
3: If \(W_i(t_i, t_i) < W_i(t_i, t_i')\)
4: If \(\mu_i(t) < g_i^{NE^0}(t)\) for some \(t_{-i} \in T_{-i}\)
5: \(\mu_i(t) \leftarrow \min\{\mu_i(t) + \epsilon_i, g_i^{NE^0}(t)\}, \forall t_{-i} \in T_{-i}\)
6: \(X\) and \(\Phi\) induced by \(\mu\)
7: Else
8: \(\mu_i(t) \leftarrow \min\{\mu_i(t) + \epsilon_i, g_i^{NE^0}(t)\}, \forall k \neq i, \forall t_{-i} \in T_{-i}\)
9: \(X\) and \(\Phi\) induced by \(\mu\)
10: Repeat from 2 until 3 is unsatisfied \(\forall i, t_i, t_{-i}\)
\end{algorithm}

Fig. 2. User \(i\)’s utility vs. user \(i\)’s action, for different recommended actions

\(^{18}\)Notice that, if a maximum efficiency incentive compatible direct mechanism exists, since it must satisfy the conditions of Proposition 2, then the initialization of the algorithm corresponds to a maximum efficiency incentive compatible direct mechanism and the algorithm stops after the first iteration.

\(^{19}\)Notice that, since no assumption such as convexity is made for the designer’s expected utility, an action profile closer to the optimal one does not necessarily imply a better outcome for the designer.
A1-A6 are satisfied. Moreover, also the additional assumptions made in Section V.B are satisfied. In particular, if the device’s punishments are strong enough (i.e., x is high enough) when some users do not follow the recommendations, it is possible to show that every action profile $g(t) \leq g^N E^M(t)$ is sustainable without intervention in $\Gamma_t$ (i.e., the complete information setting).

Now we consider some numerical examples to describe the results derived in Sections V and VI. We assume a common constant $c_1 = c_2 = 3$ (the analysis is independent of the constant, this choice is made only to obtain positive utilities), a common type set $T_1 = T_2 = \{t_{low}, t_{high}\}$, and a user is of a particular type with probability 0.5, independently of the other user’s type. If $T_1 = T_2 = \{1/4, 5/6\}$, it is easy to check that condition 2 of Proposition 2 is satisfied, and in fact it is possible to adopt a maximum efficiency device which asks the users to report their types (they will be honest to avoid unfavorable recommendations) and recommends them to adopt the optimal actions (they will be obedient to avoid the punishments).

If $T_1 = T_2 = \{1/3, 5/6\}$, then a maximum efficiency mechanism does not exists. In fact, if the device recommended the users to adopt the optimal actions, an honest low type user would obtain an average utility of 0.84, whereas a dishonest low type user would obtain an average utility of 0.87, i.e., low type users have an incentive to cheat by declaring themselves to be of high type. To avoid this situation the proposed algorithm increases the transmission probabilities recommended to low type users. If $\epsilon = 0.01$, after 8 iterations (i.e., the recommended action for a low type user is increased by 0.08) the algorithm converges to an incentive compatible device in which the designer utility is 1.63, slightly lower than the benchmark optimum 1.68, but higher than 0.52, which is the utility obtainable in the absence of an intervention device.

VII. CONCLUSION

In this paper we have extended the intervention framework introduced by [3] to take into account situations of private information, imperfect monitoring and costly communication. We allow the designer to use a device that can communicate with users and intervene in the system. The goal of the designer is to choose the device that allows him to obtain the highest possible utility in the considered scenario. For a class of environments that includes many engineering scenarios of interest (e.g., power control [6], [13], MAC [4], [14], and flow control [14]-[18]) we find conditions under which there exist devices that achieve the benchmark optimum and conditions under which such devices do not exist. In case they do not exist, we find conditions such that the problem of finding an optimal device can be decoupled. Because the optimal device may still be difficult to compute, we also provide a simple algorithm that converges to a device that, although perhaps not optimal, still yields a ‘good’ outcome for the designer. Our work in [19] demonstrates that these non-optimal protocols are very useful in a flow control management system.

APPENDIX A

PROOF OF PROPOSITION 2

Proof: We prove $\Rightarrow$ by contradiction.

Let $D = \{(\tilde{T}_i), (A_i), \mu, X, \Phi\}$ be a maximum efficiency device (remember that we focus only on incentive compatible devices). Suppose 3 is not valid, i.e., there exists a type profile $\tilde{t}$ such that the non-optimal action profile $z \neq g^M(\tilde{t})$ is suggested with positive probability $\mu_i(z) > 0$. Then

$$EU(f, g, D) = \sum_{t \in T} \pi(t) \sum_{a \in A} \mu(t) \sum_{x \in X} \Phi_{t,a,a}(x) U(a, t, x)$$

$$= V + W + \mu(z) \sum_{x \in X} \Phi_{t,z}(x) U(z, t, x)$$

$$< V + W + \mu(z) U(g^M(\tilde{t}), \tilde{t}, x^*) \leq EU^{ben}$$

where

$$V = \sum_{t \in T, t \neq \tilde{t}} \pi(t) \sum_{a \in A} \mu(t) \sum_{x \in X} \Phi_{t,a,a}(x) U(a, t, x)$$

$$W = \pi(\tilde{t}) \sum_{a \in A, a \neq z} \mu(\tilde{t}) \sum_{x \in X} \Phi_{t,a,a}(x) U(a, \tilde{t}, x)$$

The first inequality of Eq. (4) is valid because of A1 and A2, and the last inequality is valid because the benchmark optimum is the maximum achievable. Eq. (4) contradicts the fact that $D$ is a maximum efficiency device.

Now suppose 4 is not valid, i.e., that $\Phi_{a} = \Phi_{t,g^M(\tilde{t}),a}$ does not sustain without intervention $g^M(t)$ in $\Gamma_t$. If $\Phi_{a}$ does not sustain $g^M(t)$ in $\Gamma_t$, then there exists a user $i$ and an action $a_i \neq g^M_i(t)$ such that user $i$ prefers to adopt $a_i$ when told to use $g^M_i(t)$, i.e., the strategy $g_i(t, g^M_i(t)) = a_i$ allows user $i$ to obtain a higher utility with respect to the obedient strategy $g^*_i$; this contradicts the fact that the device is incentive compatible.

If $\Phi_{a}$ sustains $g^M(t)$ in $\Gamma_t$ “with intervention”, then the users will adopt the action profile $g^*(t, g^M(t)) = g^M(t) \forall t$, but there exists $t$ and $\tilde{x} \neq x^*$ such that $\Phi_{t,g^M(\tilde{t}),g^M(\tilde{t}),x}(\tilde{x}) > 0$. Then

$$EU(f, g^*, D) = \sum_{t \in T} \pi(t) \sum_{x \in X} \Phi_{t,g^M(t),g^M(t)}(x) U(g^M(t), t, x)$$

$$= V + W + \pi(\tilde{t}) \Phi_{t,g^M(\tilde{t}),g^M(\tilde{t})}(\tilde{x}) U(g^M(\tilde{t}), \tilde{t}, \tilde{x})$$

$$< V + W + \pi(\tilde{t}) \Phi_{t,g^M(\tilde{t}),g^M(\tilde{t})}(\tilde{x}) U(g^M(\tilde{t}), \tilde{t}, x^*) \leq EU^{ben}$$

where

$$V = \sum_{t \in T, t \neq \tilde{t}} \pi(t) \sum_{x \in X} \Phi_{t,g^M(t),g^M(t)}(x) U(g^M(t), t, x)$$

$$W = \pi(\tilde{t}) \sum_{x \in X, x \neq \tilde{x}} \Phi_{t,g^M(t),g^M(t)}(x) U(g^M(t), \tilde{t}, x)$$

which contradicts the fact that $D$ is a maximum efficiency device.

Finally, if 1 is not satisfied then 4 can not be satisfied either (because $g^M(t)$ is not sustainable without intervention), thus we obtain a contradiction. If 2 is not satisfied then either 3 is not satisfied or the device is not incentive compatible (because, given 3, 2 is a particular case of the incentive-compatibility constraints), thus, in both cases, we obtain a contradiction.
\[ \begin{align*}
\text{Proof:} \quad & \text{Let } D = \langle \langle T_i \rangle, (A_i), \mu, X, \Phi \rangle \text{ be an optimal device (remember that we focus only on incentive-compatible devices). The expected utility of user } i \text{ having type } t_i \text{ can be written as}
\text{EU}_i(f, g, t_i, D) = \sum_{t_i \in T_i} \pi(t_i | t_i) V_i(t_i)
V_i(t) = \sum_{a \in A} \mu_i(a) \sum_{x \in X} \Phi_{t, a, x}(x) U_i(a, t, x)
\end{align*} \]

Denote by \( a_i(t) \) the minimum action recommended to user \( i \) with positive probability when the type profile is \( t \), i.e.,
\[
\min \{ a_i \in A_i : \mu_i(a_i, t_i) > 0, a_i \in A_i \}
\]
we define the following intervals, \( \forall i \in \{1, \ldots, n\} \),
\[
I_i(t) = \left[ a_i^{\min}, \min \{ a_i(t), g_i^{\NE}(t) \} \right]
\]
and we use the notation \( I(t) \) and \( I_i(t) \) in the usual way.

We define the function \( \ell_i(a_i) \) in the domain \( I_i(t) \) as follows:
\[
\ell_i(a_i) = \left\{ a_i \in I_i(t) \text{ such that } U_i(a_i, t, x^*) = V_i(t) \right\}
\]
The function \( \ell_i \) is a non-empty set-valued function from \( I_i(t) \) to the power set of \( I_i(t) \). In fact, \( \forall a_i' \in I_i(t) \),
\[
U_i \left( a_i^{\min}, a_i', t, x^* \right) \leq 0 \leq V_i(t) \leq \sum_{a \in A} \mu_i(a) U_i(a, t, x^*)
\]
\[
\leq \sum_{a \in A} \mu_i(a) U_i(a_i, a_i', t, x^*)
\]

The second inequality of Eq. (5) is valid because \( U_i(a_i, t, x^*) \leq U_i(a, t, x^*), \forall a, t, x \). The last inequality of Eq. (5) is valid because \( i \)'s utility is non increasing in the actions of the other users and, from the definition of the set \( I_i(t) \), \( a_i^{\min} \leq a_i(t) \leq \forall a_i' \in I_i(t) \) and \( \forall a_i \) recommended with positive probability. Eq. (5) and the continuity of \( i \)'s utility imply that an action \( a_i(t) \in I_i(t) \) satisfying \( U_i(a_i, t, x^*) = V_i(t) \) exists, \( \forall a_i \in I_i(t) \). Moreover, by definition \( \ell_i(a_i) \) has a closed graph (i.e., the graph of \( \ell_i(a_i) \) is a closed subset of \( I(t) \)) and, since \( i \)'s utility is non decreasing in \( a_i^{\min}, g_i^{\NE}(t), \ell_i(a_i) \) is convex, \( \forall a_i \in I_i(t) \).

We define the function \( \ell(a) = (\ell_1(a_1), \ldots, \ell_n(a_n)) \), \( \forall a \in I(t) \). The function \( \ell \) is defined from the non-empty, compact and convex set \( I(t) \) to the power set of \( I(t) \). Thanks to the properties of \( \ell_i \), \( \ell \) has a closed graph and \( \ell(a) \) is non-empty and convex. Therefore we can apply Kakutani fixed-point theorem [34] to affirm that a fixed point exists, i.e., there exists an action profile \( \hat{a}(t) \in I(t) \) such that \( U_i(\hat{a}, t, x^*) = V_i(t) \), \( \forall i \in N \). Notice that \( \hat{a}(t) < g_i^{\NE}(t) \), therefore \( \hat{a}(t) \) is sustainable without intervention in \( I_i(t) \) and we denote by \( \Phi_a \) the intervention rule that sustains without intervention \( \hat{a}(t) \) in \( I_i(t) \).

Finally, the original optimal device \( D = \langle \langle T_i \rangle, (A_i), \mu, X, \Phi \rangle \) can be substituted with the device \( \tilde{D} = \langle \langle T_i \rangle, (A_i), \tilde{\mu}, X, \tilde{\Phi} \rangle \) in which, \( \forall t, \tilde{\mu}(t) = \hat{a}(t) \) and \( \tilde{\Phi}_i(\hat{a}(t), a_i) = \hat{a}(a_i) \). With the new device \( \tilde{D} \) the users are obedient (because the restrictions of the intervention rule, \( \Phi_a \), sustains \( \hat{a}(t) \) and honest (because the utilities they obtain for each combination of reports are the same as in the initial device \( D \) that sustains the honest and obedient strategy profile). More specifically, \( \tilde{D} \) sustains without intervention the honest and obedient strategy profile. Moreover, in the equilibrium path the users' expected utilities using \( \tilde{D} \) coincide with the users' expected utilities using \( D \); thus, also the designer's utility (which is a function of users' utilities) remains the same, and this implies that \( \tilde{D} \) is optimal.
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