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Abstract
This paper constructs discrete-time and continuous-time dynamical system expected value and infinite population models for steady-state genetic and evolutionary search algorithms. Conditions are given under which the discrete-time expected value models converge to the continuous-time models as the population size goes to infinity. Existence and uniqueness theorems are proved for solutions of the continuous-time models. The fixed points of these models and their asymptotic stability are compared.

1 Introduction
There has been considerable development of expected value and infinite population models for genetic algorithms. To date, this work has concentrated on generational genetic algorithms. These models tend to be discrete-time dynamical systems, where each time step corresponds to one generation of the genetic algorithm.

Many practitioners (such as [?]) advocate the use of steady-state genetic algorithms where a single individual is replaced at each step. This paper develops expected value and infinite population models for steady-state genetic algorithms. First, discrete-time
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expected value models are described, where each time step corresponds to the replacement of an individual. It is natural to consider these models in the limit when the population goes to infinity and the time step goes to zero. This paper shows how this limiting process leads in a natural way to a continuous-time dynamical system model. Conditions for the existence and uniqueness of solutions of this model are given.

The steady-state model that uses random deletion has a very close correspondence with the generational model that uses the same crossover, mutation, and selection. The fixed points of the two models are the same, and a fixed point where all of the eigenvalues of the differential of the generational model heuristic function have modulus less than one must be stable under the discrete-time and continuous-time steady-state models. However, a numerical example is given of a fixed point which is asymptotically stable under the continuous-time steady-state model but not asymptotically stable under the generational model.

Let $\Omega$ denote the search space for a search problem. We identify $\Omega$ with the integers in the range from 0 to $n-1$, where $n$ is the cardinality of $\Omega$. We assume a real-valued nonnegative fitness function $f$ over $\Omega$. We will denote $f(i)$ by $f_i$. Our objective is to model population-based search algorithms that search for elements of $\Omega$ with high fitness. Such algorithms can be generational, where a large proportion of the population is replaced at each time step (or generation). Or they can be steady-state, where only a single or small number of population members are replaced in a time step.

A population is a multiset (set with repeated elements) with elements drawn from $\Omega$. We will represent populations over $\Omega$ by nonnegative vectors indexed over the integers in the interval $[0, n]$ whose sum is 1. If a population of size $r$ is represented by a vector $p$, then $r_{p_i}$ is the number of copies of $i$ in the population. For example, if $\Omega = \{0, 1, 2, 3\}$, and the population is the multiset $\{1, 1, 1, 1\}$, then the population is represented by the vector $\langle 1, 1, 1, 1 \rangle$.

Let $\Lambda = \{x : \sum_i x_i = 1 \text{ and } x_i \geq 0 \text{ for all } i\}$. Then all populations over $\Omega$ are elements of $\Lambda$. $\Lambda$ can also be interpreted as the set of probability distributions over $\Omega$. It is natural to think of elements of $\Lambda$ as infinite populations. Geometrically, $\Lambda$ is the unit simplex in $\mathbb{R}^n$.

The $i$th unit vector in $\mathbb{R}^n$ is denoted by $e_i$. The Euclidean norm on $\mathbb{R}^n$ is denoted by $\| \cdot \| = \| \cdot \|_2$, the max norm by $\| \cdot \|_\infty$, and the sum norm by $\| \cdot \|_1$. The Euclidean norm is the default.

Brackets are used to denote an indicator function. Thus,

$$[expression] = \begin{cases} 
1 & \text{ if } expression \text{ is true} \\
0 & \text{ if } expression \text{ is false}
\end{cases}$$

Vose's random heuristic search algorithm describes a class of generational population-based search algorithms. The model is defined by a heuristic function $\mathcal{G} : \Lambda \to \Lambda$. If $x$ is a population of size $r$, then the next generation population is obtained by taking $r$ independent samples from the probability distribution $\mathcal{G}(x)$. When random heuristic search is used to model the simple genetic algorithm, $\mathcal{G}$ is the composition of a selection heuristic function $\mathcal{F} : \Lambda \to \Lambda$ and a mixing heuristic function $\mathcal{M} : \Lambda \to \Lambda$. The mixing
function describes the properties of crossover and mutation. Properties of the $M$ and $F$ functions are explored in detail in [2].

Given a population $x \in \Lambda$, it is not hard to show that the expected next generation population is $G(x)$. As the population size goes to infinity, the next generation population converges in probability to its expectation; so it is natural to use $G$ to define an infinite population model. Thus, $x \rightarrow G(x)$ defines a discrete-time dynamical system on $\Lambda$ that we will call the generational model. Given an initial population $x$, the trajectory of this population is the sequence $x, G(x), G^2(x), G^3(x), \ldots$.

Note that after the first step, the populations produced by this model do not necessarily correspond to populations of size $r$.

2 Steady-state evolutionary computation algorithms

Whitley's Genitor algorithm [2] was the first “steady state” genetic algorithm. Genitor selects two parent individuals by ranking selection and applies mixing to them to produce one offspring, which replaces the worst element of the population. Syswerda ([2] and [3]) described variations of the steady-state genetic algorithm and empirically compared various deletion methods. Davis [2] also empirically tested steady-state genetic algorithms and advocates them as being superior to generational GAs when combined with a feature that eliminates duplicate chromosomes.

In this section, we describe two versions of steady-state search algorithms. Both algorithms start with a population $\eta$ of size $r$. In most applications, this population would be chosen randomly from the search space, but there is no requirement for a random initial population. At each step of both algorithms, an element $j$ is removed from the population, and an element $i$ of $\Omega$ is added to the population. The selection of the element $i$ is described by a heuristic function $G$. (For a genetic algorithm, $G$ will describe crossover, mutation, and usually selection.) The selection of element $j$ is described by another heuristic function $D_r$. (We include the population size $r$ as a subscript since there may be a dependence on population size.)

In the first algorithm, the heuristic functions $G$ and $D_r$ both depend on $x$, the current population. Thus, $i$ is selected from the probability distribution $G(x)$, and $j$ is selected from the probability distribution $D_r(x)$.

**Steady-state random heuristic search algorithm 1:**

1. Choose an initial population $\eta$ of size $r$
2. $x \leftarrow \eta$
3. Select $i$ from $\Omega$ using the probability distribution $G(x)$.
4. Select $j$ using the probability distribution $D_r(x)$.
5. Replace $x$ by $x - e_j/r + e_i/r$.
6. Go to step 3.

The second algorithm differs from the first by allowing for the possibility that the newly added element $i$ might be deleted. Thus, $j$ is selected from the probability distribution $D_r(\frac{e_i}{\sum_{k=1}^r e_i})$. This algorithm is an $(r+1)$ algorithm in evolution strategy notation.
Steady-state random heuristic search algorithm 2:

1. Choose an initial population $\eta$ of size $r$.
2. $x \leftarrow \eta$
3. Select $i$ from $\Omega$ using the probability distribution $G(x)$.
4. Select $j$ using the probability distribution $D_r(\frac{x_j}{x})$.
5. Replace $x$ by $x - e_i/r + e_i/r$.
6. Go to step 3.

Some heuristics that have been suggested for for the $D_r$ function include worst-element deletion, where a population element with the least fitness is chosen for deletion, reverse proportional selection, reverse ranking deletion, and random deletion, where the element to be deleted is chosen randomly from the population. Random deletion was suggested by Syswerda [7]. He points out that random deletion is seldom used in practice. Because of this, one of the reviewers of this paper objected to the use of the term “steady-state genetic algorithm” for an algorithm that used random deletion. However, we feel that the term can be applied to any genetic algorithm that replaces only a few members of the population during a time step of the algorithm.

Random deletion can be modeled by choosing $D_r(x) = x$.

If the fitness function is injective (the fitnesses of elements of $\Omega$ are distinct), then reverse ranking and worst-element deletion can be modeled using the framework developed for ranking selection in [?].

$$D_r(x)_i = \int_{\sum_{j \leq i} x_j}^{\sum_{j < i} x_j} \rho(s)ds$$

The probability density function $\rho(s)$ can be chosen to be $2s$ to model standard ranking selection, and $2 - 2s$ to model reverse ranking deletion. To model worst-element deletion, we define $\rho(s)$ as follows:

$$\rho(s) = \begin{cases} r & \text{if } 0 \leq s \leq 1/r, \\ 0 & \text{otherwise.} \end{cases}$$

As an example, let $n = 3$, $x = \begin{pmatrix} \frac{1}{3} \\ \frac{1}{6} \\ \frac{1}{2} \end{pmatrix}$, $f = \begin{pmatrix} 2 \\ 1 \\ 3 \end{pmatrix}$, and $r = 4$. Then $\rho(s) = 4$ if $0 \leq s \leq 1/4$ and $\rho(s) = 0$ if $1/4 < s \leq 1$. (The population $x$ does not correspond to a real finite population of size 4. However, this choice leads to a more illustrative example. Also, if $D_r$ is iterated, after the first iteration the populations produced will not necessarily correspond to finite populations of size $r$.)

Then

$$D_r(x)_1 = \int_0^{x_1} \rho(s)ds = \int_0^{1/6} 4ds = 2/3,$$

$$D_r(x)_0 = \int_{x_1}^{x_1 + x_0} \rho(s)ds = \int_{1/6}^{1/2} \rho(s)ds = \int_{1/6}^{1/4} 4ds = 1/3,$$

and

$$D_r(x)_2 = \int_{x_1 + x_0}^{x_1 + x_0 + x_2} \rho(s)ds = \int_{1/2}^1 \rho(s)ds = 0.$$
For random deletion and reverse ranking deletion, $D_r(x)$ does not depend on the population size and can be shown to be differentiable as a function of $x$.

For worst-element deletion, $D_w(x)$ does depend on the population size, and is continuous but not differentiable.

**Lemma 2.1** If $D_w$ is defined as above for worst-element deletion, then $D_w$ satisfies a Lipschitz condition. In other words, there is a constant $L_w$ so that $||D_w(x) - D_w(y)|| \leq L_w ||x - y||$ for all $x, y \in \Lambda$.

Proof. Let $x, y \in \Lambda$. Then

$$|D_w(x)_i - D_w(y)_i| = \left| \sum \left[ \sum_{j \geq f_i} \rho(s)ds - \sum_{j < f_i} \rho(s)ds \right] \right|$$

$$= \left| \sum \left[ \sum_{j < f_i} \rho(s)ds - \sum_{j \leq f_i} \rho(s)ds \right] \right|$$

$$\leq r \sum [f_j - f_i] |y_j - x_j| + r \sum [f_j \leq f_i] |y_j - x_j|$$

$$\leq 2r \sum |y_j - x_j|$$

$$= 2r ||x - y||_1.$$  

Thus, $||D_w(x) - D_w(y)||_\infty \leq 2r ||x - y||_1$. Since all norms are equivalent up to a constant, $||D_w(x) - D_w(y)||_2 \leq 2rK||x - y||_2$ for some constant $K$.

The function

$$H_r(x) = x + \frac{1}{r} G(x) - \frac{1}{r} D_r(x)$$  \hspace{1cm} (1)$$

gives the expected population for Algorithm 1 at the next time step, and the function

$$K_r(x) = x + \frac{1}{r} G(x) - \frac{1}{r} D_{r+1} \left( \frac{rx + G(x)}{r} \right)$$  \hspace{1cm} (2)$$

gives the expected population for Algorithm 2 at the next time step.

Thus, $x \rightarrow H_r(x)$ and $x \rightarrow K_r(x)$ define discrete-time expected-value models of the above steady-state algorithms. We will call these the *discrete-time steady-state models*.

The following is straightforward.

**Lemma 2.2** If the deletion heuristic $D_r$ of the discrete-time steady-state models satisfy

$$D_w(y) \leq rx + G(x),$$  \hspace{1cm} (3)$$

where $y = x$ for (1) and $y = \frac{rx + G(x)}{r+1}$ for (2), then the trajectories of the systems defined by $H_r$ and $K_r$ remain in the simplex $\Lambda$.

The models for random deletion, reverse ranking deletion, and worst-element deletion all satisfy the hypotheses of lemma 2.2.
3 Convergence of the $K_r$ heuristic.

In this section we assume that the deletion heuristic is defined by worst element deletion. We give conditions on the fitness function and on $G$ that assure that $\lim_{t \to \infty} K_r^{t}(x) \exists$ and is the uniform population consisting of copies of the global optimum.

In evolution strategy terminology, this is an $(r+1)$-ES algorithm which uses an elitist selection method. Rudolph [?] has shown that for this class of algorithms, if there is mutation rate that is greater than zero and less than one, then the finite population algorithm converges completely and in mean. These are statements about the best element in the population rather than the whole population, so these results do not imply our result.

We assume that the fitness function is injective. In other words, we assume that if $i \neq j$, then $f_i \neq f_j$. Since we will not be concerned with the internal structure of $\Omega$, without loss of generality we can assume that $f_0 < f_1 < \ldots < f_{n-1}$. This assumption will simplify notation.

Under this assumption, we can give a simplified definition for the worst-element deletion heuristic $D_{r+1}$ that is used in the definition of $K_r$.

$$D_{r+1}(y) = \begin{cases} (r+1)y_i & \text{if } \sum_{j<i} y_j \leq \frac{1}{r+1} \\ 1 - (r+1) \sum_{j<i} y_j & \text{if } \frac{1}{r+1} < \sum_{j<i} y_j < \sum_{j<i} y_j \\ 0 & \text{if } \sum_{j<i} y_j \leq \frac{1}{r+1} \end{cases}$$

Now define $m(x) = \min\{i : x_i > 0\}$, and define $M(x) = 2m(x) + 1 - x_{m(x)}$.

**Theorem 3.1** If $f_0 < f_1 < \ldots < f_{n-1}$ and if there is a $\delta > 0$ such that for all $x \in \Lambda$ such that $x \neq e_{n-1}$,

$$\sum_{j > m(x)} G_j(x) \geq \delta,$$

then for any $x \in \Lambda$ there is a $T > 0$ such that $K_r^{t}(x) = e_{n-1}$ for all $t \geq T$.

This condition says that $G(x)$ has a combined weight of at least $\delta$ on those points of $\Omega$ whose fitness is higher than the worst-fitness element of $x$. (By “element of $x$”, we mean any $i \in \Omega$ such that $x_i > 0$.) This condition would be satisfied by any $G$ heuristic that allowed for a positive probability of mutation between any elements of $\Omega$.

To prove this theorem, we need the following results.

**Lemma 3.2** For any $x \in \Lambda$, if $j < m(x)$, then $K_r(x)_j = 0$.

Proof. To simplify notation, let $m$ denote $m(x)$.

Let $y = \frac{x + G(x)}{r+1}$. Then $\sum_{j < m} G(x)_j \leq \frac{1}{r+1}$ since $\sum_{j < m} x_j = 0$ and $\sum_{j < m} G_j \leq 1$.

Thus, for $j < m$, $D_{r+1}(y)_j = y_j$, and $K_r(x)_j = y_j - D_{r+1}(y)_j = 0$. \qed
Lemma 3.3. For any $x \in \Lambda$, if there is a $\delta > 0$ such that $\sum_{j > m(x)} g_j \geq \delta$, then

$$M(K_r(x)) \geq M(x) + \frac{\delta}{r}.$$ 

Proof. To simplify notation, again let $m$ denote $m(x)$.

Let $y = \frac{x + g(x)}{r+1}$.

**Case 1.** $\sum_{j \leq m} y_j \leq \frac{1}{r+1}$.

Then

$$D_{r+1}(y)_m = (r+1)y_m = rx_m + g(x)_m,$$

and

$$K_r(x)_m = x_m + \frac{1}{r}g(x)_m - \frac{1}{r}(rx_m + g(x)_m) = 0.$$ 

Thus,

$$M(K_r(x)) \geq 2(m+1) + 1 - x_{m+1} \geq 2m + 2 \geq M(x) + 1.$$ 

**Case 2.** $\sum_{j \leq m} y_j \leq \frac{1}{r+1} < \sum_{j \leq m} y_j$.

Then

$$D_{r+1}(y)_m = 1 - (r+1) \sum_{j \leq m} y_j = 1 - \sum_{j \leq m} g(x)_j.$$ 

Thus,

$$K_r(x)_m = x_m + \frac{1}{r}g(x)_m - \frac{1}{r}D_{r+1}(y)_m$$

$$= x_m - \frac{1}{r} \left( 1 - \sum_{j \leq m} g(x)_j \right)$$

$$= x_m - \frac{1}{r} \sum_{j > m} g(x)_j$$

$$\leq x_m - \frac{\delta}{r}.$$ 

Also note that

$$\frac{1}{r+1} < \sum_{j \leq m} y_j \quad \Rightarrow \quad 1 < \sum_{j \leq m} (rx_j + g(x)_j)$$

$$\Rightarrow \quad x_m - \frac{1}{r} \left( 1 - \sum_{j \leq m} g(x)_j \right) > 0$$

$$\Rightarrow \quad K_r(x)_m > 0.$$
Thus,

\[ M(K_r(x)) = 2m + 1 - x_m + \frac{1}{r} \sum_{j > m} G(x)_j \]

\[ = M(x) + \frac{1}{r} \sum_{j > m} G(x) \]

\[ \geq M(x) + \frac{\delta}{r} \]

Case 3: \( \frac{\delta}{r} < \sum_{j < m} y_j \).

In this case, \( 1 < \sum_{j < m} (rx_j + G(x)_j) \), which implies \( 1 < \sum_{j < m} G(x)_j \). This is clearly impossible, so this case never happens. \( \square \)

Proof of theorem 3.1: Let \( x \in \Lambda \). Each term of the sequence \( M(x), M(K_r(x)), M(K_r^2(x)), \ldots \) increases by \( \delta/r \) from the previous term unless the previous term is \( M(e_{n-1}) \). Since the terms of the sequence are bounded above by \( M(e_{n-1}) = 2(n - 1) \), there is a \( T > 0 \) such that for all \( t \geq T \), \( M(K_r^t(x)) = 2(n - 1) \) and thus \( K_r^t(x) = e_{n-1} \). \( \square \)

4 Continuous-time dynamical system models

Our objective in this section is to move from the expected value models of the previous section to an infinite population model. The incremental step in the simplex from one population to the next in the expected value models is either \( \frac{1}{r} G(x) - \frac{1}{r} D_r(x) \) or \( \frac{1}{r} G(x) - \frac{1}{r} D_r \left( \frac{\sum y_j}{r} \right) \). If the population size \( r \) is doubled then the size of the incremental step is halved in the first case and is approximately halved in the second case. Thus, in order to make the same progress in moving through the simplex, we need to take twice as many incremental steps of the expected value model. We can think of this as halving the time between incremental steps of the expected value model. We show below that this process corresponds to the well known limiting process of going from the Euler approximation of a differential equation to the differential equation itself.

We define a continuous-time dynamical system model which can be interpreted as the limit of the systems (1) and (2) as the population size goes to infinity and as the time step simultaneously goes to zero. Thus, we are interested in the limits of the functions \( D_r(x) \) for (1) and of \( D_r \left( \frac{\sum y_j}{r} \right) \) for (2). If this limit defines a continuous function \( D(x) \) that satisfies a Lipschitz condition, then we will show that the continuous-time system defined by the initial value problem

[\[ y' = E(y) \quad y(t) = \eta, \quad \eta \in \Lambda, \] (4)]

where \( E(y) = G(y) - D(y) \), has a unique solution that exists for all \( t \geq \tau \) and lies in the simplex. Further, it can be interpreted as the limit of the solutions of the systems (1) and (2) as the population size goes to infinity and the time step goes to zero.

It is easier to define what we mean by the convergence of the solutions to a family of discrete-time systems if we extend the discrete-time solutions to continuous-time solutions. An obvious way to do this is to connect successive points of the discrete-time trajectory by straight lines. The following makes this more precise.
Define $\mathcal{E}_r(x) = \mathcal{G}(x) - \mathcal{D}_r(x)$ to model the system (1) and define $\mathcal{E}_r(x) = \mathcal{G}(x) - \mathcal{D}_r\left(\frac{e_r(x)}{\|e_r(x)\|}\right)$ to model the system (2).

Define

$$e_r(\tau) = \eta$$

$$e_r(t) = e_r(\tau + k/r) + \mathcal{E}_r(e_r(\tau + k/r))(t - (\tau + k/r)) \quad \text{for} \quad \tau + k/r < t \leq \tau + (k + 1)/r$$

The following Lemma shows the $e_r(t)$ functions interpolate the solutions to the discrete-time systems (1) and (2). The proof is a straightforward induction.

**Lemma 4.1** For $k = 0, 1, \ldots$,

$$e_r(\tau + k/r) = \mathcal{H}_r(\tau) = \mathcal{H}_r(\mathcal{H}_r(\ldots \mathcal{H}_r(\tau) \ldots ))$$

or

$$e_r(\tau + k/r) = \mathcal{K}_r(\tau) = \mathcal{K}_r(\mathcal{K}_r(\ldots \mathcal{K}_r(\tau) \ldots ))$$

Note that if the solutions to (1) and (2) are in the simplex, then the convexity of the simplex implies that $e_r(t)$ is in the simplex for all $t \geq \tau$.

### 4.1 Extending the functions $\mathcal{E}$ and $\mathcal{E}_r$ to all of $\mathbb{R}^n$

The standard existence and uniqueness theorems from the theory of differential equations are stated for a system $y' = F(t, y)$ where $y$ ranges over $\mathbb{R}^n$. (For example, see theorems 4.3 and 4.5 below.) In many cases, the $\mathcal{E}$ and $\mathcal{E}_r$ functions have natural extensions to all of $\mathbb{R}^n$. In this case, these theorems can be directly applied. However, we would rather not make this assumption. Thus, to prove existence of solutions, we would like to extend the function $\mathcal{E} : \Lambda \to \Lambda$ to a continuous function defined over all of $\mathbb{R}^n$. (The same technique can be applied to the $\mathcal{E}_r$ functions.)

Let $H$ denote the hyperplane $\{x : \sum x_i = 1\}$ of $\mathbb{R}^n$, and let $\mathbf{1}$ denote the vector of all ones. We first define a function $R$ which retracts $H$ onto the simplex $\Lambda$. Let $R(x)_i = \max(0, x_i)$.

Clearly $R$ is continuous, and

$$||R(x) - R(y)||_\infty \leq ||x - y||_\infty \quad (5)$$

for all $x, y$.

Then we define a orthogonal projection $p$ from $\mathbb{R}^n$ onto $H$. Define $p$ by $p(x) = x + (1 - \sum x_i)\mathbf{1}$. Clearly, $p$ is continuous, and

$$||p(x) - p(y)||_\infty \leq ||x - y||_\infty \quad (6)$$

for all $x, y$.

If $\mathcal{E} : \Lambda \to \Lambda$ is continuous, then $\mathcal{E}$ can be extended to a continuous function $\bar{\mathcal{E}} : \mathbb{R}^n \to \Lambda$ by defining $\bar{\mathcal{E}}(x) = \mathcal{E}(R(p(x)))$. Clearly $\bar{\mathcal{E}}$ is bounded.

**Lemma 4.2** If $\mathcal{E}$ satisfies a Lipschitz condition, then so does $\bar{\mathcal{E}}$.

Proof. Let $x, y \in \mathbb{R}^n$. Then

$$||\bar{\mathcal{E}}(x) - \bar{\mathcal{E}}(y)||_\infty \leq L||R(p(x)) - R(p(y))||_\infty \leq L||R(x) - R(y)||_\infty \leq L||x - y||_\infty.$$
4.2 Existence of solutions in the simplex

The following theorem gives conditions under which a family of approximate solutions to an initial value problem converges to a solution to the problem. We will apply the theorem to show that a subsequence of the \( e_r(t) \) functions converge to a solution to (4). If we know that the \( e_r(t) \) solutions are contained in the simplex, then this will give us the existence of solutions in the simplex.

**Theorem 4.3** (Theorem 3.1 of [?].) Suppose that the vector function \( F(t, y) \) is continuous on the infinite strip \( \Delta = [a, b] \times \mathbb{R}^n \), and \((r, \eta)\) is a point of \( \Delta \). If \( \epsilon_m, (m = 1, 2, \ldots) \), is a sequence of positive constants converging to zero, and \( y^{(m)} \) is a corresponding sequence of approximate solutions satisfying

\[
\|y^{(m)}(t) - \eta - \int_r^t F(s, y^{(m)}(s))ds\| < \epsilon_m
\]  

(7)

and for which there are corresponding constants \( \kappa, \kappa_1 \) such that

\[
\|F(t, y^{(m)}(t))\| < \kappa \|y^{(m)}(t)\| + \kappa_1 \quad \text{on} \quad [a, b], \quad (m = 1, 2, \ldots)
\]

(8)

then there is a subsequence \( \{y^{(m_k)}\}, (m_1 < m_2 < \ldots) \), which converges uniformly on \([a, b]\) to a solution \( y(t) \) of \( y' = F(t, y) \) satisfying \( y(\tau) = \eta \).

The following theorem gives conditions under which (4) has solutions in \( \Lambda \) that are limits of the \( e_r \) functions. The uniqueness of these solutions is considered later.

**Theorem 4.4** Suppose that the functions \( E_r \) satisfy the condition of Lemma 2.2 for all \( r \), and that \( \lim_{r \to \infty} E_r = E \), where \( E \) is continuous on \( \Lambda \). Let \([a, b]\) be an interval containing \( \tau \), and let \( \eta \in \Lambda \). Then \( y' = E(y), \ y(\tau) = \eta \) has a solution \( y(t) \) defined on \([a, b]\) which is the limit of a subsequence of the functions \( e_r(t) \).

Proof. Our objective is to apply Theorem 4.3 with \( E(y) \) in place of \( F(t, y) \). The hypothesis requires that \( E \) be defined on all of \( \mathbb{R}^n \). The previous subsection shows how to extend \( E \) to \( \bar{E} \) which is defined on all of \( \mathbb{R}^n \). To simplify notation, in this proof we use \( E \) in place of \( \bar{E} \).

Since any continuous function on a compact set is bounded, \( E \) is bounded by a positive number \( \kappa_1 \) on \( \Lambda \). This shows that (8) holds for \( E \).

We also need to show that (7) holds. In other words, given \( \epsilon > 0 \), we need to show that there is an \( r_1 \) so that for \( r \geq r_1 \),

\[
\left\| e_r(t) - \eta - \int_r^t E(e_r(s))ds \right\| < \epsilon.
\]

Since \( \Lambda \) is compact, the sequence of functions \( E_r \) converges uniformly to \( E \). Thus, there is an \( r_2 \) so that if \( r \geq r_2 \),

\[
\| E_r(x) - E(x) \| < \frac{\epsilon}{b(a - b)} \quad \text{for all} \ x \in \Lambda.
\]

(9)
We claim that given \( \epsilon > 0 \), there exists an \( \delta > 0 \) so that for all \( x, y \) with \( \|x - y\| < \delta \) and \( r \geq r_2 \),
\[
\|E_r(x) - E_r(y)\| < \frac{\epsilon}{2(b-a)}
\] (10)

To show this, choose \( \delta \) sufficiently small so that \( \|x - y\| < \delta \) implies \( \|E(x) - E(y)\| < \frac{\epsilon}{2(b-a)} \). Then for \( r \geq r_2 \) and \( \|x - y\| < \delta \),
\[
\|E_r(x) - E_r(y)\| \leq \|E_r(x) - E_r(x)\| + \|E(x) - E(y)\| + \|E(y) - E_r(y)\| \leq \frac{\epsilon}{2(b-a)}.
\]

Let the step function \( g_r(t) \) be defined by
\[
g_r(t) = E_r(e_r(\tau + k/r)) \quad \text{for} \quad \tau + k/r \leq t < \tau + (k+1)/r.
\]

Then \( e_r(t) \) has the integral representation
\[
e_r(t) = \eta + \int_{\tau}^{t} g_r(s)ds \quad \text{for} \quad t \in [a, b]
\]

We claim that that there is an \( r_1 \) so that \( \|g_r(t) - E_r(e_r(t))\| \leq \frac{\epsilon}{2(b-a)} \) for all \( t \in [a, b] \) and \( r \geq r_1 \).

To show this, consider
\[
\|g_r(t) - E_r(e_r(t))\| = \|E_r(e_r(\tau + k/r)) - E_r(e_r(t))\| \quad \text{where} \quad k \quad \text{is chosen so that} \quad |\tau - (\tau + k/r)| \leq 1/r
\]
\[
= \|E_r(e_r(\tau + k/r)) - E_r(e_r(\tau + k/r)) + E_r(e_r(\tau + k/r))(t - (\tau + k/r))\|
\]
\[
= \|E_r(x) - E_r(y)\|
\]

where \( \|x - y\| = \|E_r(e_r(\tau + k/r))(t - (\tau + k/r))\| \leq \kappa_1/r \). Choose \( r_1 \) so that \( \kappa_1/r_1 < \delta \) and \( r_1 \geq r_2 \). Then (10) holds, and \( \|g_r(t) - E_r(e_r(t))\| \leq \frac{\epsilon}{2(b-a)} \) for all \( t \in [a, b] \) and \( r \geq r_1 \).

Thus, for all \( r \geq r_1 \),
\[
\|e_r(t) - \eta - \int_{\tau}^{t} E_r(e_r(s))ds\| = \|\int_{\tau}^{t} (g_r(s) - E_r(e_r(s)))ds\|
\]
\[
\leq \left\| \int_{\tau}^{t} (g_r(s) - E_r(e_r(s)))ds \right\| + \left\| \int_{\tau}^{t} E_r(e_r(s)) - E_r(e_r(s))ds \right\|
\]
\[
\leq \frac{\epsilon}{2(b-a)}(b-a) + \frac{\epsilon}{2(b-a)}(b-a)
\]
\[
\leq \epsilon.
\]

4.3 Uniqueness of solutions

The following is a standard result on uniqueness from the theory of differential equations.
Theorem 4.5 (Theorem 5.1 of [?]) If on the infinite strip \( \Delta = [a, b] \times \mathbb{R}^n \) the vector function \( F(t, y) \) is continuous and satisfies a Lipschitz condition
\[
||F(t, z) - F(t, y)|| \leq \kappa||z - y||,
\]
then for each point \((\tau, \eta)\) of \( \Delta \) there is a unique solution \( y(t) \) of \( y' = F(t, y) \) on \([a, b]\) satisfying \( y(\tau) = \eta \).

Corollary 4.6 If the \( E \) satisfy the hypothesis of Lemma 2.2 and if \( E = \lim_{r \to \infty} E_r \) satisfies a Lipschitz condition, then the system (4) has a unique solution which is defined for all \( t \geq \tau \), and which lies in the simplex \( \Lambda \).

Proof. Given any interval \([a, b]\) with \( \tau \in [a, b] \) and given \( \eta \in \Lambda \), theorem 4.4 shows that (4) has a solution defined on \([a, b]\) which is contained in the simplex. The Lipschitz hypothesis on \( E \) shows that this solution is unique. Since the interval \([a, b]\) is arbitrary, this solution can be defined for all \( t \) \( \Box \)

Let us summarize what we have shown. When the deletion heuristic is independent of population size, as it is for random deletion and inverse ranking deletion, then theorems 4.4 and 4.6 show that the trajectories of the discrete-time systems (1) and (2) approach the solution to the continuous time system (4) as the population size goes to infinity and the time step goes to zero. Thus, (4) is a natural infinite-population model for these discrete-time systems.

Theorems 4.4 and 4.6 do not apply to the case of worst-element deletion since the limit of the \( D_r \) functions as \( r \) goes to infinity is not continuous. (However, these theorems can be applied in the interior of the simplex and in the interior of every face of the simplex.) If the fitness is injective, then the function \( D = \lim_{r \to \infty} D_r \) (where \( D_r \) denotes worst-element deletion) can be defined as follows. Let \( k = k(x) \) have the property that \( x_k > 0 \) and \( f_k \leq f_j \) for all \( j \) such that \( x_j > 0 \). Then \( D(x)_k = 1 \) and \( D(x)_j = 0 \) for all \( j \neq k \). Figure 1 shows a trajectory of the system \( y' = y - D(y) \) where \( D \) has this definition. In this figure, \( e_0, e_1, e_2 \) are the unit vectors in \( \mathbb{R}^3 \), and the fitnesses are ordered by \( f_2 < f_1 < f_0 \). The trajectory starts near \( e_2 \), and goes in a straight line with constant velocity to the \( (e_1, e_0) \) face. In the \( (e_1, e_0) \) face, the trajectory goes to \( e_0 \) with constant velocity.

Figure 1 Trajectory of Worst-Element Deletion Continuous-time Model

5 Fixed points for random deletion

Theorem 5.1 Under random deletion \( (D(x) = x) \), all of the following systems:
\[
y' = G(y) - y.
\]
\begin{align}
x \rightarrow x + \frac{1}{r} (G(x) - x) &= \frac{r - 1}{r} x + \frac{1}{r} G(x), \\
x \rightarrow x + \frac{1}{r} \left( G(x) - \frac{r x + G(x)}{r + 1} \right) &= \frac{r}{r + 1} x + \frac{1}{r + 1} G(x) \\
x \rightarrow G(x)
\end{align}

have the same set of fixed points.

Proof. A necessary and sufficient condition for \( \bar{x} \) to be a fixed point of all of these systems is \( G(\bar{x}) = \bar{x} \).

The results of section 3 and the above results can be used to give conditions under which the fixed points of the steady-state \( K_r \) heuristic of equation (2) using worst-element deletion cannot be the same as the fixed points of the simple GA (or of steady-state with random deletion). We assume injective fitness and positive mutation for both algorithms. (By “positive mutation”, we mean a nonzero probability of mutation from any string in the search space to any other.) The results of section 3 show that the only fixed point of the steady-state heuristic of equation (2) is the uniform population consisting of the optimum element in the search space. Any fixed point of the simple GA with positive mutation must be in the interior of the simplex.

6 Stability of fixed points

A fixed point \( \bar{x} \) is said to be stable if for any \( \epsilon > 0 \), there is a \( \delta > 0 \) such that for any solution \( y = y(t) \) satisfying \( ||\bar{x} - y(\tau)|| < \delta \), then \( ||\bar{x} - y(t)|| < \epsilon \) for all \( t > \tau \). (For a discrete system, we can take \( \tau = 0 \), and interpret \( t > \tau \) as meaning \( t = 1, 2, 3, \ldots \).)

A fixed point \( \bar{x} \) is said to be asymptotically stable if \( \bar{x} \) is stable and if there is an \( \epsilon > 0 \) so that if \( ||y - \bar{x}|| < \epsilon \), then \( \lim_{t \to \infty} y(t) = \bar{x} \).

The first-order Taylor approximation around \( \bar{x} \) of (11) is given by

\[ y' = G(\bar{x}) - \bar{x} + (dG_{\bar{x}} - I)(y - \bar{x}) + o(||y - \bar{x}||^2). \]

It is not hard to show (see Theorem 1.1.1 of [?], for example) that if all of the eigenvalues of \( dG_{\bar{x}} - I \) have negative real parts, then the fixed point \( \bar{x} \) is asymptotically stable.

The first-order Taylor approximation around \( \bar{x} \) of (14) is given by

\[ G(y) = G(\bar{x}) + dG_{\bar{x}}(y - \bar{x}) + o(||y - \bar{x}||^2). \]

It is not hard to show (see Theorem 1.1.1 of [?], for example) that if all of the eigenvalues of \( dG_{\bar{x}} \) have modulus less than 1 (has spectral radius less than 1), then the fixed point \( \bar{x} \) is asymptotically stable.

The following lemma is straightforward.

**Lemma 6.1** Let \( a \neq 0 \) and \( b \) be scalars. Then \( \lambda \) is a multiplicity \( m \) eigenvalue of an \( n \times n \) matrix \( A \) if and only if \( a \lambda + b \) is a multiplicity \( m \) eigenvalue of the matrix \( aA + bI \), where \( I \) is the \( n \times n \) identity matrix.
Theorem 6.2 Let $\overline{x}$ be a fixed point of the system (14) where the modulus of all eigenvalues of $dG_{\overline{x}}$ is less than 1. Then $\overline{x}$ is an asymptotically stable fixed point of (11), (12) and (13).

Proof. Let $\lambda$ be an eigenvalue of $dG_{\overline{x}}$. By assumption $|\lambda| < 1$. Then $\lambda - 1$ is the corresponding eigenvalue for the system (11), and the real part of $\lambda - 1$ is negative.

The corresponding eigenvalue for (12) is $\frac{r-1}{r} + \frac{1}{r}\lambda$, and

$$\left| \frac{r-1}{r} + \frac{1}{r}\lambda \right| \leq \frac{r-1}{r} + \frac{1}{r}|\lambda| < 1$$

The argument for (13) is similar. \qed

If $dG_{\overline{x}}$ has all eigenvalues with real parts less than 1 and some eigenvalue whose modulus is greater than 1, then $\overline{x}$ would be a stable fixed point of the continuous system (11) but an unstable fixed point of the generational discrete system (14). For the steady-state discrete system (12), the differential of the linear approximation is $\frac{r-1}{r}I + \frac{1}{r}dG_{\overline{x}}$. As $r$ goes to infinity, at some point the modulus of all eigenvalues of this differential will become less than 1, and the fixed point will become asymptotically stable.

We give a numerical example that demonstrates that this can happen. (See [?] for more details of the methodology used to find this example.) Assume a binary string representation with a string length of 3. The probability distribution over the mutation masks is

$$\begin{pmatrix} 0.0 & 0.0 & 0.0 & 0.87873415 & 0.0 & 0.0 & 0.12126585 & 0.0 \end{pmatrix}^T.$$

The probability distribution over the crossover masks is

$$\begin{pmatrix} 0.26654992 & 0.0 & 0.73345008 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \end{pmatrix}^T.$$

The fitness vector (proportional selection) is

$$\begin{pmatrix} 0.03767273 & 0.40882046 & 3.34011500 & 3.57501693 \\ 0.00000004 & 3.89672742 & 0.21183468 & 15.55715272 \end{pmatrix}^T.$$

The fixed point is

$$\begin{pmatrix} 0.20401565 & 0.21467902 & 0.07547095 & 0.06249578 \\ 0.26848520 & 0.04502642 & 0.11812778 & 0.01469920 \end{pmatrix}^T.$$

This gives a set of eigenvalues:

$$\{-1.027821882 + 0.01639853054i, -1.027821882 - 0.01639853054i, 0.5097754068, -0.3498815639, 0.1348641055, -0.01080298133, 0.2146271583 \times 10^{-5}, 0.6960358287 \times 10^{-9} \}$$

7 An illustrative experiment

It is a remarkable result that a steady-state genetic algorithm with random deletion has the same fixed-points as a generational genetic algorithm with common heuristic function
\( \mathcal{G} \). We can illustrate this result experimentally as follows. Firstly, we choose some selection, crossover and mutation scheme from the wide variety available. It doesn’t matter which are chosen as long as the same choice is used for the steady-state and generational GAs. In our experiments we have used binary tournament selection, uniform crossover and bitwise mutation with a rate of 0.01. Together, these constitute our choice of heuristic function \( \mathcal{G} \). Secondly, we pick a simple fitness function, for example, the one-max function on 100 bits. Thirdly, we choose two different initial populations, one for each GA. These should be chosen to be far apart; for example, at different vertices of the simplex. In our experiments, the steady-state GA starts with a population of strings containing all ones, whereas the generational GA has an initial population of strings containing only zeros. A population size of 1000 was used.

The two GAs were run with these initial populations. To give a rough idea of what is happening, the average population fitness for each was recorded for each “generation”. For the steady-state GA this means every time 1000 offspring have been generated (that is, equivalent to the population size). This was repeated ten times. The average results are plotted in the first graph of figure 2.

To show that the two genetic algorithms are tending towards exactly the same population, the (Euclidean) distance was calculated between the corresponding population vectors at each generation. By “population vector” is here meant a vector whose components give the proportions of the population within each mutation class. The results for a typical run are shown in the second graph of figure 2. It can be seen that after around 70 generations, the two GAs have very similar populations. Figure 3 shows the average (over 20 runs) distance between the algorithms where both algorithms are started with the population consisting entirely of the all-zeros string. The error bars are one standard deviation. These figures show that the two algorithms follow very different trajectories, but with the same fixed points.

**Figure 2** a) Average population fitness of steady-state GA (solid line) and generational GA (dashed line), averaged over ten runs. b) Distance between steady-state GA and generational GA for a typical run.
Figure 3  The distance between the steady-state GA and the generational GA averaged over 20 runs. The error bars represent one standard deviation.

8 Conclusion and further work

We have given discrete-time expected-value and continuous-time infinite-population dynamical system models of steady-state genetic algorithms. For one of these models and worst-element deletion, we have given conditions under which convergence to the uniform population consisting of copies of the optimum element is guaranteed.

We have shown the existence of solutions to the continuous-time model by giving conditions under which the discrete-time models converge to the solution of the continuous-time model. And we have given conditions for uniqueness of solutions to the continuous-time model.

We have investigated the fixed points and stability of these fixed points for these models in the case of worst-element and random deletion. Further work is needed to investigate the properties of fixed points for these and other deletion methods.

The relationship of these models to the Markov chain models of steady-state algorithms given in [7] could also be investigated.
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