Evolutionary Multiobjective Optimization Based Multimodal Optimization: Fitness Landscape Approximation and Peak Detection

Ran Cheng, Miqing Li, Ke Li, Xin Yao, Fellow, IEEE

Abstract—Recently, by taking advantage of evolutionary multiobjective optimization techniques in diversity preservation, the means of multiobjectivization has attracted increasing interest in the studies of multimodal optimization. While most existing work of multiobjectivization aims to find all optimal solutions simultaneously, in this paper, we propose to approximate multimodal fitness landscapes via multiobjectivization, thus providing an estimation of potential optimal areas. To begin with, a multimodal optimization problem is transformed into a multiobjective optimization problem by adding an adaptive diversity indicator as the second optimization objective, and an approximate fitness landscape is obtained via optimization of the transformed multiobjective optimization problem using a multiobjective evolutionary algorithm. Then, on the basis of the approximate fitness landscape, an adaptive peak detection method is proposed to find peaks where optimal solutions may exist. Finally, local search is performed inside the detected peaks on the approximate fitness landscape. To assess the performance of the proposed algorithm, extensive experiments are conducted on 20 multimodal test functions, in comparison with three state-of-the-art algorithms for multimodal optimization. Experimental results demonstrate that the proposed algorithm not only shows promising performance in benchmark comparisons, but also has good potential in assisting preference based decision-making in multimodal optimization.
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I. INTRODUCTION

MULTIMODAL optimization (MMO), which refers to single-objective optimization involving multiple optimal (or near-optimal) solutions, has attracted increasing interest recently [1], [2], [3]. MMO is widely seen in real-world scenarios, where the decision-makings can be made on the basis of multiple optimal solutions of a given optimization problem [4]. For example, in truss-structure optimization [5], where the optimization objective is the quality criterion (e.g. weight or reliability) of the truss structure and the decision variables can be the density or length of the truss members, it is likely that different values of the decision variables can lead to the same (or very close) fitness of the objective function. In such a scenario, the decision maker (DM) has to make decisions according to personal preferences. There are also many other real-world applications of MMO as reviewed in [4], such as virtual camera composition [6], metabolic network modeling [7], laser pulse shaping [8], job scheduling [9], [10], data clustering [11], feature selection [12] and neutral network ensembles [13].

In MMO, since there exist more than one optimal solution to be found simultaneously, population based metaheuristics such as evolutionary algorithms (EAs) provide a suitable solution framework, which maintains a set of candidate solutions during one single run. However, since most EAs have been originally designed for conventional single-objective optimization which involves only one optimal solution, they are not directly applicable to MMO due to their poor capability of population diversity preservation [14]. To address such an issue, researchers have proposed a variety of solution approaches that can be roughly categorized into the following three groups.

The first group is known as the niching approaches [15], where the basic idea is to adaptively preserve diverse sub-populations converging towards different optimal solutions for local exploitations. Some early work along this direction includes the clearing procedures [16], [17], the crowding techniques [18], [19], the sharing methods [20], [21], [22], the clustering-based schemes [23], [24], the restricted tournament selection strategies [25], [26], and the specialization techniques [27], [28]. However, since most of early niching approaches are designed on the basis of threshold parameters such as crowding size and niching radius, their performance is often sensitive to parameter settings. Therefore, most recent work has been focused on adaptive/parameterless niching approaches. For example, a recursive middling sampling approach has been proposed to continuously sample the fitness landscape until a predefined termination condition is satisfied [29]; a topological species conservation strategy has been proposed to avoid extinction of some niches by means of a seed preservation method [30]. More recently, novel clustering-based niching methods have also been proposed to transform sensitive parameters (e.g. crowding size) to a less sensitive parameter as cluster size [31], [32].

The second group aims to enhance population diversity by adopting novel reproduction/update operators, where the motivation is to modify conventional single-objective popula-
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tion based metaheuristics such as particle swarm optimization (PSO) [33] and differential evolution (DE) [34] for MMO. Among some representative work, Qu et al. proposed a locally informed PSO algorithm, where multiple local best positions are used to guide search of each particle to converge to different optimal subspaces [35]; Fieldsend proposed a localized evolutionary algorithm using Gaussian Process based local surrogate models, where training and sampling of the models are performed inside the dynamically detected niche peaks [36]; Biswas et al. proposed two different reproduction operators for two types of candidate solutions in a local informative DE algorithm [37]; and most recently, Yang et al. proposed a multimodal ant colony optimization algorithm based on a novel adaptively local search operator [38].

Recently, some attempts have been made to transform a multimodal optimization problem (MMOP) into a multiobjective optimization problem (MOP) [39], a process known as the multiobjectivization [40]. Usually, such a transformed MOP consists of two objectives: the first objective is the given MMOP, and the second objective is a diversity indicator constructed based on either gradient information [29], [41] or distance information of each candidate solution [42], [43]. In a more recent study [44], Wang et al. pointed out that the conflicts between objectives of the transformed MOP play an important role in a successful multiobjectivization approach. They proposed a novel transformation method to re-construct both objectives.

Compared to conventional niching or diversity enhancement approaches, the multiobjectivization approaches have two major advantages. First, once an MMOP is properly transformed to an MOP, existing multiobjective evolutionary algorithms (MOEAs) [45] can be applied to the transformed MOP with few additional modifications, thus saving efforts in designing new algorithms. Second, since the objectives of the transformed MOP are designed to be in conflict with each other (i.e. convergence versus diversity), an implicit niching effect can be achieved without cumbersome tunings of problem-dependent parameters. By taking these advantages of multiobjectivization, in this work, we propose a new evolutionary multiobjective optimization based multimodal optimization (EMO-MMO) algorithm. Unlike most existing multiobjectivization approaches which aim to locate all optimal solutions simultaneously, the proposed algorithm first performs explorations to obtain an approximate fitness landscape by archiving the candidate solutions obtained during the evolutionary multiobjective optimization process. Then, with the approximate fitness landscape, a peak detection method is designed to locate peaks where optimal solutions may exist. And finally, a local optimizer is used to perform exploitations inside each located peak to obtain the final optimal solutions. The main contributions of this work can be summarized as follows.

1) A general algorithm framework of evolutionary multiobjective optimization based multimodal optimization (EMO-MMO) is proposed, which consists of three components: fitness landscape approximation, peak detection and local search. On one hand, the proposed EMO-MMO can be used to perform general optimization to obtain multiple optimal solutions, and on the other hand, it can be also used to obtain approximate fitness landscapes to assist preference based decision-making.

2) In order to obtain approximate fitness landscapes, a multiobjective fitness landscape approximation method (MOFLA) is proposed. In the proposed MOFLA, a given MMOP is first transformed to an MOP by adding a diversity indicator as the second optimization objective. Considering that the requirement of population diversity may dynamically change during the optimization process, the diversity indicator is designed to be adaptively related to the number of generations. In addition, to achieve a better balance between convergence and diversity, a discrete grid coordinate system is adopted instead of the original continuous coordinate system in the proposed diversity indicator. An MOEA is applied to the optimization of the transformed MOP, and the candidate solutions obtained during the optimization process are archived as the approximate fitness landscape.

3) In order to perform decision-making using the approximate multimodal fitness landscape, an adaptive peak detection method is proposed to locate promising peaks where optimal solutions may exist. The proposed method performs binary cuttings on the approximate fitness landscape and tries to locate all promising peaks on each cutting slice. Empirical results demonstrate that the proposed peak detection method, without cumbersome parameter tunings, performs robustly on a variety of approximate fitness landscapes.

The rest of this paper is organized as follows. Section II presents some background knowledge of evolutionary multiobjective optimization and multimodal optimization, together with some discussions on the relationship between the two topics. Afterwards, based on the discussions, motivations of this work are further illustrated. Section III details the proposed EMO-MMO, including the algorithm framework, the MOFLA method and the peak detection method. Experimental study is presented in Section IV. We first conduct some comparisons with three state-of-the-art algorithms for multimodal optimization. Then, performance of the proposed MOFLA method and peak detection method is further assessed. Finally, Section V draws the conclusion.

II. BACKGROUND

A. Evolutionary Multiobjective Optimization (EMO)

Multiobjective optimization problems (MOPs), which involve more than one conflicting objective to be optimized simultaneously, can be briefly formulated as follows:\footnote{Without loss of generality, this work only considers maximization problems. Minimization problems can be equivalently transformed to maximization problems by taking negative values of the objective function.}

\[
\begin{align*}
\text{maximize} \quad & f(x) = (f_1(x), f_2(x), \ldots, f_M(x)) \\
\text{subject to} \quad & x \in X, \quad f \in Y \\
\end{align*}
\]

where \( x = (x_1, x_2, \ldots, x_D) \in X \) denotes a decision vector in decision space \( X \subseteq \mathbb{R}^D \), \( f \in Y \) denotes a decision vector in...
objective space \( Y \subseteq \mathbb{R}^M \), and \( D \) and \( M \) denote the number of decision variables and the number of objectives respectively. Given a set of box constraints, the decision space \( X \) can be presented as:

\[
X = \prod_{i=1}^{D} [L_i, U_i],
\]

where \( L_i \) and \( U_i \) denote the lower and upper boundaries for each decision variable \( x_i \) respectively.

Since there exist conflicts between the optimization objectives \( f_1(x), f_2(x), \ldots, f_M(x) \) in an MOP as formulated above, it is impossible to find one single solution that optimizes all objectives simultaneously. Instead, a set of optimal solutions, known as Pareto optimal solutions, can be obtained to represent the trade-offs between different objectives. To be specific, given two candidate solutions \( x_1 \) and \( x_2 \), solution \( x_1 \) is said to dominate the other solution \( x_2 \) if

\[
\begin{align*}
\forall i \in 1, 2, \ldots, M : f_i(x_1) &\geq f_i(x_2) \\
\exists j \in 1, 2, \ldots, M : f_j(x_1) &> f_j(x_2).
\end{align*}
\]

If a solution \( x^* \) cannot be dominated by any other solutions in \( X \), then \( x^* \) is known as Pareto optimal, and the union of all \( x^* \) is known as the Pareto set (PS), while the image of PS in the objective space, namely, the union of \( f(x^*) \), is known as the Pareto front (PF). In order to approximate the PF (or PS), a variety of multiobjective evolutionary algorithms (MOEAs) have been proposed during the past two decades [45].

### B. Multimodal Optimization (MMO)

Multimodal optimization problems (MMOPs), which involve multiple global optimal solutions of a single objective to be obtained simultaneously, can be formulated as follows:

\[
\begin{align*}
\text{maximize} & \quad g(x) \\
\text{s.t.} & \quad x \in X
\end{align*}
\]

where \( g(x) \) is the objective function, and \( x = (x_1, \ldots, x_D) \in X \) is the decision vector.

Given an MMOP as formulated in (4), there exist a set of global optimal solutions \( X^* \) that maximize the objective function \( f(x) \) as:

\[
X^* = \{ x \in X : \{ \exists y \in X : f(y) > f(x) \land y \neq x \} \},
\]

where \(|X^*| > 1\) holds. Specifically, this work only considers MMOPs having a finite number of discretely distributed global optimal solutions, namely, where \( X^* \) is a finite set. By contrast, for MMOPs having an infinite set of continuously distributed optimal solutions, some further related discussions are given in Section V-C.

### C. Transformation from MMOPs to MOPs

In order to apply EMO techniques to MMO, most existing approaches try to transform an MMOP into an MOP by introducing a diversity indicator as an additional optimization objective, while the optimization objective of the original MMOP remains unchanged:

\[
\begin{align*}
\text{maximize} & \quad f(x) = (g(x), d(x)) \\
\text{s.t.} & \quad x \in X, \quad f \in Y
\end{align*}
\]

where \( g(x) \) is the objective function of an MMOP as formulated in (4), and \( d(x) \) is an indicator that measures the diversity of decision vector \( x \) of a candidate solution. To construct the diversity indicator \( d(x) \), most approaches make use of gradient or distance related information, and some of the representatives are as follows.

As an early representative work using gradient information, Yao et al. proposed to make use of the absolute value of the gradient of \( g(x) \) to construct the diversity indicator [29]:

\[
d_1(x) = \frac{\sum_{i=1}^{D} \left| \frac{\partial g}{\partial x_i} \right|}{D}.
\]

In addition to the first-order gradient, Deb and Saha have also attempted to use the second-order gradient information to avoid the scenario of weak Pareto optimality [41]:

\[
d_2(x) = |g'(x)| + (1 - \text{sign}(g''(x))),
\]

where \( \text{sign}(\cdot) \) returns +1 and -1 for positive and negative operands, respectively.

Considering that gradient information may not always be available in practice, some researchers proposed to use distance based information to construct the diversity indicator. For example, Basak et al. proposed to use the mean distance from each candidate solution to the others [43]:

\[
d_3(x) = \frac{\sum_{j=1}^{N} \|x - x_j\|}{N},
\]

where \( N \) is the number of candidate solutions in the population. Similarly, Bandura and Deb proposed to use such a distance based diversity indicator as the second objective in their niching NSGA-II algorithm [42].

Since the most elementary characteristic of an MOP is the conflicting nature between different objectives, it is important that \( d(x) \) is designed to be in conflict with the original objective \( g(x) \), such that MOEAs are able to work properly. To address such an important issue, Wang et al. proposed to modify both objectives to guarantee the conflicts between them [44].

### D. Motivations

As presented above, since the target of both EMO and MMO is to obtain a set of equally important optimal solutions, the motivation in the design of EMO/MMO algorithms shares substantial similarity: in EMO, a set of candidate solutions are obtained as an approximation to the true PF, which will require that the candidate solutions are not only evenly distributed but also as close to the true PF as possible; in MMO, similarly, there also exist a set of optimal solutions to be found simultaneously, which have the same (or very similar) fitness value. Therefore, a successful EMO/MMO algorithm should strike a good balance between convergence and diversity of the population.

However, most existing MOEAs are not directly applicable to the optimization of MMOPs due to the fact that MMO has more strict requirement of population diversity than EMO. In multiobjective optimization, since it can be deduced from the Karush-Kuhn-Tucker optimality conditions that the PF (as
well as PS) is a piecewise continuous manifold [46], [47], there often exists a strong regularity between the candidate solutions close to the PF. In multimodal optimization, however, there is no such regularity property that can be taken advantage of. By contrast, the multiple global optimal solutions can be sparsely distributed in different locations of the fitness landscape with little correlation. Therefore, as pointed out in [40], if the target is to obtain a set of relative good solutions (instead of all accurate optimal solutions), EMO techniques can be used to perform wide explorations in the multimodal fitness landscapes, although the accuracy of the optimal solutions can not be guaranteed.

In this work, we propose a new EMO based MMO (EMO-MMO) algorithm, where a multiobjective fitness landscape approximation (MOFLA) method is designed on the basis of an MOEA. To transform an MMOP to an MOP for deploying the proposed MOFLA method, a diversity indicator is designed to be the second objective of the transformed MOP. In spite of existing indicators as given in Section II-C, all of them are constructed with a fixed formulation. In practice, however, the required balance between convergence and diversity can dynamically change as optimization proceeds. To address this issue, we propose an adaptive diversity indicator which is related to the number of generations, thus striking an adaptive balance between convergence and diversity during the optimization process.

To make use of the approximate fitness landscape, an adaptive peak detection method is proposed to find promising peaks where optimal solutions may exist. And finally, based on the approximate fitness landscape together with the detected peaks, independent local search can be further performed inside each peak to exploit for the final optimal solutions.

III. PROPOSED ALGORITHM

A. Framework

Algorithm 1 The main framework of EMO-MMO.

1: **Input:** the maximum number of generations \( t_{\text{max}} \), the MMOP to be optimized \( g(x) \);
2: **Output:** optimal solution set \( S \);
3: /*Multiobjective Fitness Landscape Approximation*/
4: \( D = \text{MOFLA}(t_{\text{max}}, g(x)) \);
5: /*Peak Detection*/
6: \( P = \text{PeakDetection}(D) \);
7: /*Local Search*/
8: \( S = \text{LocalSearch}(g(x), P) \);

Fig. 1. Framework of the multiobjective fitness landscape approximation (MOFLA) component. \( g(x) \) and \( t_{\text{max}} \) are two inputs of this framework, where \( g(x) \) is the MMOP to be optimized and \( t_{\text{max}} \) is the maximum number of generations as the termination condition. To deploy MOFLA, the given MMOP \( g(x) \) is first transformed to an MOP \( f(x) \), and an existing multiobjective evolutionary algorithm (MOEA) is applied to the optimization of the transformed MOP. By archiving the candidate solutions created during the multiobjective optimization process, \( D \) stores the approximate fitness landscape.

B. Multiobjective Fitness Landscape Approximation (MOFLA)

As illustrated in Fig. 1, the MOFLA component further consists of two subcomponents: a transformed MOP \( f(x) \) and a multiobjective evolutionary algorithm (MOEA). In addition, there are two inputs, one of which is the MMOP to be optimized, denoted as \( g(x) \), and the other is the maximum number of generations \( t_{\text{max}} \) as the termination condition. This multiobjective optimizer generates the approximate fitness landscape, the candidate solutions during the multiobjective optimization process are stored in an external archive \( D \).

At the first step of MOFLA, the given MMOP is first transformed to an MOP as formulated in (6). To be specific, the given \( g(x) \) MMOP is still remains unchanged as the first objective function in the transformed MOP, where \( x_{t;i} = (x_{t;i,1}, ..., x_{t;i,D}) \) denotes a decision vector in the population \( P_t \) of generation \( t \); while for the second objective \( d(x_{t;i}) \), we adopt a grid-based diversity indicator, which is inspired from the grid-based techniques widely applied in the EMO community for diversity management [48], [49], [50], [51], [52], [53].

In the proposed grid-based diversity indicator, each decision variable value \( x_{t;i,j} \) is normalized using a discrete grid coordinate system as:

\[
x'_{t;i,j} = \lceil (N - 1) \times \left( \frac{x_{t;i,j} - x_{t;j}^{\min}}{x_{t;j}^{\max} - x_{t;j}^{\min}} \right) \rceil + 1,
\]

where \( x'_{t;i,j} \) denotes the new decision variable value inside the grid coordinate system, \( x_{t;j}^{\max} \) and \( x_{t;j}^{\min} \) are the upper and lower boundaries of the \( j \)-th decision variable estimated using all decision vectors in population \( P_t \), and \( N = |P_t| \) is the population size. With such a grid-based normalization detected peak. The following subsections will detail the three main components in Algorithm 1 successively.
strategy, each dimension of the decision space is divided into a number of $N$ hyperboxes, and all decision variable values can be consequently truncated into discrete values of $\{1, 2, ..., N\}$. As a consequence, given a number of $N$ candidate solutions, it is expected that there will be at most one candidate solution inside each hyperbox in the extreme cases, thus maximizing the potential diversity measurement capability of the grid coordinate system.

Once the decision variable values of $x_{t;i}$ are normalized using the grid coordinate system into $x'_{t;i}$, the diversity quality of $x_{t;i}$ can be measured on the basis of the Manhattan distances ($L_1$ norm) between $x'_{t;i}$ and all the other decision vectors in the niche (namely, neighborhood) it belongs to:

$$d_{\text{grid}}(x_{t;i}) = \frac{1}{\delta t} \left( \sum_{k \in K_{t;i}} ||x'_{t;i} - x'_{t;k}||_1 - |K_{t;i}| \right), \quad (11)$$

where $K_{t;i}$ contains the indices for the decision vectors in the niche that $x'_{t;i}$ belongs to, defined as:

$$K_{t;i} = \{ j \in \{1, ..., N\} : ||x'_{t;i} - x'_{t;j}||_1 < \delta t \}, \quad (12)$$

with $\delta t$ being an adaptive niche radius:

$$\delta t = \left( 1 - \frac{t - 1}{t_{\text{max}}} \right) \times \max_i \{ \min_j ||x'_{t;i} - x'_{t;j}||_1 \}. \quad (13)$$

It can be seen that the grid-based diversity indicator $d_{\text{grid}}(x_{t;i})$ consists of two parts. The first part, which sums up the normalized Manhattan distances from $x'_{t;i}$ to all the others inside the niche defined by the adaptive niche radius $\delta t$, is used to measure the local distribution of the decision vectors. As a consequence, inside each niche, the more sparsely the decision vectors are distributed, the larger the summed up distance will be. By contrast, the second part, $|K_{t;i}|$, which is the total number of decision vectors inside each niche (i.e., niche count), is another important measurement to reflect the local density of the decision vectors. Correspondingly, a smaller $|K_{t;i}|$ indicates better population diversity and vice versa.

As another important factor in the proposed MOFLA method, the adaptive niche radius $\delta t$ is designed out of the following considerations. First, due to the different requirements of balance between convergence and diversity in different phases of multiobjective optimization, it will be more beneficial if the diversity indicator is related to the number of generations $t$. Therefore, the coefficient $\left(1 - \frac{t - 1}{t_{\text{max}}} \right)$ is used to linearly reduce the niche radius, such that increasing emphasis on convergence can be exerted in the late optimization phase. It is worth noting that $\left(1 - \frac{t - 1}{t_{\text{max}}} \right)$ can be also generalized into $\left(1 - \frac{t - 1}{t_{\text{max}}} \right)^\alpha$, such that setting the values of $\alpha$ will generate different changing rates of the coefficient. However, as indicated by our empirical results summarized in Supplementary Materials V, on one hand, the indicator is not particularly sensitive to the changing rate of the coefficient as long as it is reduced mildly with the increase of $t$; on the other hand, if the coefficient becomes constant by setting $\alpha$ to 0, the performance of the algorithm has a significant deterioration on the problems with a large number of densely distributed optimal solutions (i.e. $f_8$ and $f_9$) as presented in Supplementary Materials V). Therefore, we directly adopt the linear changing rate in this work for simplicity.

Second, in practice, due to the various shapes of different peaks, it is difficult to determine a fixed niche radius for generic usage without priori knowledge about the MMOP to be solved. Therefore, the niche radius is adaptively estimated on the basis of the distances between the neighboring decision vectors in each generation, where the maximum neighboring distance is used as the largest possible threshold for the niche radius, as formulated in (13).

As further illustrations to the proposed grid-based diversity indicator, a schematic diagram is given in Fig. 2. To be specific, we have the following observations. First, given a decision vector, the maximum possible diversity value (-1.0) means that there is no other neighbor in its niche, such as A and H in this example. Second, since the diversity value of a decision vector is determined by the number of its neighbors and the distances between it and these neighbors, decision vectors having more neighbors or closer distances to their neighbors are likely to obtain smaller diversity values. For example, E has a smaller diversity value than F because E has one more neighbor than F; C has a smaller diversity value than E because the distances of C to its neighbors are shorter than those of E to its neighbors, even though C and E have the same number of neighbors. Third, for decision vectors such as B and C which are inside the same hyperbox, they have the same diversity value. It means that if two decision vectors are too close to each other (i.e., inside the same hyperbox), they are considered to have the same contribution to the population diversity, thus to be further distinguished by the objective function $g(x)$ of the original MMOP. In terms of the effectiveness of the grid coordinate system, some empirical discussions can be found in Section V-A.

With the grid-based diversity indicator as formulated in (10) to (14), an MMOP can now be transformed into the following
MOP: \[ f_{\text{grid}}(x) = (g(x), d_{\text{grid}}(x)), \] (14)

where \( f_{\text{grid}}(x) \) denotes the transformed MOP, \( g(x) \) and \( d_{\text{grid}}(x) \) denote the original MMOP and the grid-based diversity indicator, respectively. Once an MMOP is transformed into \( f_{\text{grid}}(x) \) as above, an existing MOEA can be directly applied to perform multiobjective optimization on it. Here, as an example, we present how to apply one of the most classic MOEAs, namely, the NSGA-II [54], to the optimization of the transformed MOP \( f_{\text{grid}}(x) \). Other MOEAs can also be applied in a similar way.

Algorithm 2 NSGA-II based MOFLA.

1: **Input**: the maximum number of fitness evaluations \( t_{\text{max}} \), population size \( N \), the MMOP to be optimized \( g(x) \);
2: **Output**: the approximate fitness landscape \( D \);
3: **Initialization**: create the initial population \( P_0 = (X_0, Y_0) \) with \( N \) randomized individuals, where \( X_0 \) and \( Y_0 \) contain the decision vectors and objective vectors respectively, set \( D = P_0 \) and \( t = 0 \);
4: /*Main Loop*/
5: while \( t < t_{\text{max}} \) do
6: /*Reproduction*/
7: \( \bar{X}_t = \text{recombination+mutation}(X_t) \): perform simulated binary crossover and polynomial mutation;
8: \( \bar{Y}_t = \text{evaluation}(\bar{X}_t \cup X_t) \): evaluate the merged decision vector set using the transformed MOP in (14);
9: \( P_t = (\bar{X}_t, \bar{Y}_t) \);
10: /*Selection*/
11: \( (F_{t,1}, F_{t,2}, ..., F_{t,l}) = \text{non-dominated-sorting}(P_t) \): perform non-dominated sorting on \( P_t \) to divide the population into a number of non-dominated fronts \( F_{t,1}, F_{t,2}, ..., \) and select candidate solutions successively until front \( F_1 \) is reached such that \( |F_{t,1}| + |F_{t,2}| + ... + |F_{t,l}| \geq N \) and \( |F_{t,1}| + |F_{t,2}| + ... + |F_{t,l-1}| < N \);
12: \( S_t = \text{crowding-distance-assignment}(F_{t,1}) \): calculate the crowding distance for each candidate solution in \( F_{t,1} \), and select a number of \( N-(|F_{t,1}| + |F_{t,2}| + ... + |F_{t,l-1}|) \) candidate solutions from \( F_1 \) which have minimal crowding distances;
13: \( P_{t+1} = \{F_{t,1}, F_{t,2}, ..., F_{t,l-1}\} \cup S_t \);
14: /*Archiving*/
15: \( D = D \cup P_{t+1} \);
16: \( t = t + 1 \);
17: end while

As presented in Algorithm 2, the NSGA-II based MOFLA has a very similar framework as original NSGA-II, except that the population created in each generation has been stored in an external archive \( D \) as an approximation to the fitness landscape. As pointed out in a recent study [55], using large archives to store historical candidate solutions is particularly beneficial in capturing the topological structures of multimodal fitness landscapes. Therefore, in the proposed MOFLA, we also store all historical candidate solutions in \( D \) as an approximation of the fitness landscape. Despite that archiving all candidate solutions requires some additional memory space, it provides useful information such as the positions of peaks where optimal solutions could exist. As will be presented in the following subsection, the proposed peak detection method works properly on the the basis of \( D \) without costing any additional fitness evaluations. Moreover, once the peaks are detected, the DM will be able to perform further exploitations merely inside the regions of interest (ROIs). This is particularly desirable when the fitness evaluations are computationally expensive.

One thing to be noted is that, at Step 8, the offspring decision vector set \( \bar{X}_t \) should be merged with the parent decision vector set \( X_t \) before performing fitness evaluations. This is due to the fact that the calculation of diversity indicator \( d_{\text{grid}}(x) \) should be conducted on \( \bar{X}_t \cup X_t \) (instead of \( \bar{X}_t \) or \( X_t \) alone), such that the diversity indicator values are synchronized based on the topology of the merged population. For the \( g(x) \) function (fitness) values of \( X_t \), which still remain unchanged, are directly copied to \( \bar{Y}_t \) to save redundant fitness evaluations.

C. Peak Detection

Once the approximate fitness landscape \( D \) is generated by Algorithm 2, we shall conduct further analyses to mine useful information from it. Since \( D \) is an approximate fitness landscape, it does not directly indicate the exact positions of the optimal solutions. Nevertheless, it is also beneficial to know the potential subregions of the fitness landscape where optimal solutions may exist, such that local search can be further performed in each of them independently. In such an optimal subregion, all the other solutions around the optimal solution should have relatively inferior fitness values, thus naturally forming a peak in the fitness landscape:

\[ \psi = (X_\psi, Y_\psi) : \{X_\psi \subseteq X \} \quad \forall \psi \subseteq \{f(x) : x \in X_\psi \} \]

(15)

satisfying:

\[ \exists x_\psi \in X_\psi : \{\forall x \in X_\psi \setminus \{x_\psi\} : f(x) < f(x_\psi)\} \]

(16)

where \( X \) is the entire feasible decision space, \( X_\psi \) denotes the region in the decision space covered by the peak, \( Y_\psi \) contains the fitness values (i.e. peak heights) in correspondence with the decision vectors in \( X_\psi \), and \( x_\psi \) is the optimal solution inside the peak region specified by \( \psi \).

Since there is only one optimal solution in each peak as defined by (15) and (16), once the peaks are located, local search can be performed in a parallel manner inside each peak to exploit the corresponding optimal solution, which will substantially increase the concurrency of the optimization process. In addition, since a DM may only be interested in part (but not all) of the peaks, it will also save a lot of fitness evaluations by exploiting specific peaks according to the DM’s preferences.

Despite the fact that peaks provide very useful information of a multimodal landscape, it is difficult to obtain their specific locations in practice. For example, as shown in Fig. 3(a), although there exist four peaks in this fitness landscape, due to
the mild gradients around the optimal solutions, the peaks are almost invisible. By contrast, for the fitness landscape shown in Fig. 3(d), the 12 peaks can be clearly observed due to the sharp gradients. Therefore, in order to automatically locate the peaks for any given MMOP, we propose a binary cutting based adaptive peak detection method.

**Algorithm 3 Binary Cutting based Adaptive Peak Detection**

1. **Input:** approximate fitness landscape \( D = (X, Y) \), parameter \( \eta \) to determine the initial cutting ratio;
2. **Output:** detected peak set \( P \);
3. /*Initial Cutting*/
   4. \([y_{\min}, y_{\max}] \leftarrow\) extreme fitness values in \( Y \);
   5. \( D_c = \{ (x_i, y_i) \in D : y_i > (y_{\max} - \eta(y_{\max} - y_{\min})) \} \);
6. /*Binary Cuttings*/
7. while \( D_c \neq \emptyset \) do
8. \( P = P \cup APD(D_c) \); // Algorithm 4
9. /*Cutting Top 50% of \( D_c \)*/
10. \( y_{\min} \leftarrow \) minimal fitness value in \( Y_P \);
11. \( D_c = \{ (x_i, y_i) \in D_c : y_i > \frac{y_{\min} + y_{\max}}{2} \} \);
12. end while

The motivation of the proposed peak detection method is based on the observation that by cutting the top of a multimodal fitness landscape, peaks will become disconnected to each other due to the gaps thus generated between them, as illustrated in Fig. 3(c) and Fig. 3(f). In this way, the peak detection problem is equivalently transformed to a graph connectivity detection problem, and each peak can be seen as a maximal connected subgraph, where decision vectors are connected inside the same peak but disconnected to those in

**Algorithm 4 Adaptive Peak Detection (APD)**

1. **Input:** cutting slice of approximate fitness landscape \( D_c = (X_c, Y_c) \), where \( X_c = (x_{c,1}, x_{c,2}, \ldots) \);
2. **Output:** detected peak set \( P_c \);
3. \( k = 0 \);
4. while \( D_c \neq \emptyset \) do
5. \( k = k + 1 \);
6. /*Detecting the \( k \)-th Peak in \( D_c \)*/
7. \( \sigma = \max \{ \min_{i \neq j} \| x_{c,i} - x_{c,j} \|_1 \} \); // adaptive threshold to determine whether two data points are connected
8. \( \psi_k = \{ (x_{c}, y_{c}) \} \); // initializing peak set \( \psi_k \) with the data point having the neighboring distance equal to \( \sigma \)
9. for \( i = 1 \) to \( |\psi_k| \) do
10. \( D_c = D_c \setminus \{ (x_{c, i}, y_{c}) \} \);
11. \( I_{con} = \{ j \in \{1, \ldots, |D_c| \} : \| x_i - x_j \|_1 \leq \sigma \} \); // data points connected to \( x_i \) in the decision space
12. \( \psi_k = \psi_k \cup D_c(I_{con}) \); // adding all connected data points to peak set \( \psi_k \)
13. end for
14. \( P_c = P_c \cup \{ \psi_k \} \);
15. end while

Fig. 3. An illustration to show that cutting different ratios on the same fitness landscape will result in different observations of peaks. F4 and F10 are two multimodal functions taken from the IEEE CEC’2013 benchmark test suite for multimodal optimization [56], which have a number of 4 and 12 optimal solutions (i.e., peaks of the same maximum height) respectively.
Algorithm 5 Local Search

1: **Input:** detected peak set $\mathcal{P} = \{\psi_1, \psi_2, ..., \psi_{|\mathcal{P}|}\}$, the MMOP to be optimized $g(x)$;
2: **Output:** optimal solution set $\mathcal{S}$;
3: for $k = 1$ to $|\mathcal{P}|$ do
4: //Extracting Seed Solution//
5: $(x_0, y_0) \leftarrow$ solution with the best fitness in peak $\psi_k$;
6: //Performing Local Search//
7: $(x^*_k, y^*_k) \leftarrow \text{LocalOptimizer}((x_0, y_0), g(x))$;
8: $\mathcal{S} = \mathcal{S} \cup \{(x^*_k, y^*_k)\}$;
9: end for

any other peaks. Such cutting based techniques performed on archived approximate fitness landscapes are commonly seen in the field of traditional global optimization (GO) [57], [58], [59]. Moreover, considering that the same cutting ratio applied to different fitness landscapes can generate completely different peaks, where as an example, the peaks in Fig. 3 (e) are isolated but those in Fig. 3(b) are still fully connected, we propose a binary cutting strategy which is performed on the top of an approximate fitness landscape, such that peaks inside different cutting slices can be iteratively detected.

As summarized in Algorithm 3, the proposed binary cutting based adaptive peak detection method begins with an initial cutting performed on top of the approximate fitness landscape $\mathcal{D}$, thus generating the initial cutting slice $\mathcal{D}_p$, where the cutting ratio is specified by a parameter $\eta \in (0, 1)$. Afterwards, binary cuttings are iteratively performed on the basis of $\mathcal{D}_p$, where in each iteration, the peaks inside the cutting slice $\mathcal{D}_p$ are detected successively using the adaptive peak detection as presented in Algorithm 4. In the detection of each peak, a threshold $\sigma$ is adaptively calculated (Step 7) to determine whether neighboring data points belong to the same peak, without introducing any additional parameters. The above procedure, as presented from Line 4 to Line 16, is iteratively operated until all data points in the cutting slice $\mathcal{D}_p$ are allocated to a corresponding peak, thus $\mathcal{D}_p$ becoming empty.

It is worth noting that the binary cutting based adaptive peak detection method bases the assumption that there are only a finite number of optimal solutions such that the peaks are isolated in different subregions of the fitness landscape. However, it is interesting to see that the method is still able to detect a number of peaks even if an MMOP has an infinite number of continuously distributed optimal solutions, where the detailed discussions can be found in Section V-C.

D. Local Search

Once the peak set $\mathcal{P}$ is obtained using Algorithm 3 and Algorithm 4, independent local search can be performed inside each peak using an existing single-objective optimizer. In the case that a DM is only interested in part of the peaks, he/she can choose to perform local search on specific peaks according to personal preferences; while if there are no specific DM’s preferences available, general optimization can be performed on each peak successively, as presented in Algorithm 5.

To begin with, the data point with the best fitness value is first extracted as a seed solution. Afterwards, local search can be performed by merging the seed solution into the initial population. It should be noted that, since the local search is merely performed inside a decision space region specified by a given peak, we suggest that the search space should be constrained to a small hyperbox around the seed solution, where each dimension is set as 5% of feasible range as defined by (2)). Besides, since there is no specific requirement for the local optimizer, in practice, any single-objective optimizer that has reliable exploitation capability is applicable.

IV. EXPERIMENTAL STUDY

In order to assess the performance of the proposed EMO-MMO2, a series of experiments are conducted on the IEEE CEC2013 benchmark test suite for multimodal optimization3 (CEC’2013 test suite for short hereafter) [56]. The CEC’2013 test suite consists of 20 functions in total, as summarized in Supplementary Materials I, where F1 to F10 are widely adopted test functions in the multimodal optimization community, and F11 to F20 are some composition functions.

To begin with, some general comparisons are made between the proposed EMO-MMO and three state-of-the-art algorithms for multimodal optimization, namely, MOMMOP [44], NMM-MMO [60] and NEA2 [61], where MOMMOP is a recently proposed multimodal algorithm based on GO techniques, NMM-MMO and NEA2 are the winning entries of the IEEE CEC’2015 and IEEE CEC’2013 competitions for multimodal optimization, respectively. Moreover, performance of the proposed MOFLA method and the peak detection method is further assessed using some illustrative case studies. Finally, the sensitivity analysis of the allocation of fitness evaluations is conducted.

A. Benchmark Comparisons

1) Experimental Settings: For fair comparisons, all experimental settings are as recommended in [56]. Each algorithm is run for 50 independent times, and the termination condition for each test function is the maximum number of fitness evaluations (FEs) as summarized in Supplementary Materials I. For the three compared algorithms, namely, MOMMOP [44], NMM-MMO [60] and NEA2 [61], we adopt the parameter settings as suggested in their respective original publications. Given $D$ as the number of decision variables, the specific settings of each algorithm are summarized as follows: for MOMMOP, the population size settings are listed in Supplementary Materials I, and the parameter scaling factor is set to $\eta = 40D(t/t_{\text{max}})$, where $t$ and $t_{\text{max}}$ are the current number and maximum number of FEs respectively; for NMM-MMO, the single swarm size is set to $N = 10D$, and the maximum number of swarms to increment is set to $\text{max}_{\text{inc}} = 100$; and for NEA2, the population size is set to $40D$.

In contrast to the problem-dependent population sizing of the three compared algorithms, the proposed EMO-MMO adopts a consistent population size of 500. Besides, the initial
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2Source code of EMO-MMO can be downloaded from: https://github.com/ranchengcn/EMO-MMO
3Source code of the CEC’2013 test suite can be downloaded from: https://github.com/mikeagn/CEC2013
cutting ratio in Algorithm 3, as a control parameter to be specified in EMO-MMO, is set to $\eta = 0.1$ for all test functions, and some further discussions on the settings of $\eta$ are given in Section IV-C. To quickly setup the local search as presented in Algorithm 5, we directly apply the recently proposed competitive swarm optimizer (CSO) [62] as the local optimizer without any modification. As the final solution set, the candidate solutions obtained by Algorithm 5 are merged into the final population obtained by Algorithm 2. To be clear, the parameter settings for each component of EMO-MMO are summarized in Table I.

It is worth noting that, since both the MOFLA component (Algorithm 2) and the local search component (Algorithm 5) require a certain number of FEs to work properly, we allocate 50% of the maximum FEs to each component respectively without any bias. Further discussions on the allocation of FEs can be found in Section IV-D.

2) Performance Measurements: To evaluate the results obtained by each algorithm, the two measurements as recommended in [56] are used as performance indicators, namely, the peak ratio (PR):

$$PR = \frac{\sum_{\text{run}=1}^{\text{NR}} NPF_{i}}{NKP \times \text{NR}},$$

(17)

and the success rate (SR):

$$SR = \frac{\text{NSR}}{\text{NR}},$$

(18)

where $\text{NR}$ denotes the total number of runs, $NPF_{i}$ denotes the number of global optima found in the $i$-th run, and $NKP$ and $\text{NSR}$ are the number of known global optima and the number of successful runs, respectively. As the threshold for the calculation of SR and NR, the accuracy level $\varepsilon$, which indicates the tolerable difference of function values between the true global optimal solutions and the candidate solutions, should be specified. Correspondingly, three accuracy levels of $\varepsilon = 10^{-1}$, $\varepsilon = 10^{-3}$ and $\varepsilon = 10^{-5}$ are used in the experiments.

3) Experimental Results: In general, EMO-MMO shows most competitive performance in comparison with MOMMOP, NMMSO and NEA2, having achieved 100% SR on 12 out of 20 functions at all accuracy levels. To be specific, we have the following observations.

All of the four algorithms have shown promising performance at all accuracy levels on F1 to F5, which have a relatively small number of global optima. The only exception is that NEA2 has failed to find all the global optimal at accuracy level of $\varepsilon = 10^{-5}$ on F4, which has a very smooth fitness landscape as shown in Fig. 3(a). By contrast, the proposed EMO-MMO, which is based on an adaptive peak detection method, has managed to locate all of the four global optima at all accuracy levels. For F6 to F9, which have 18, 36, 81 and 216 global optima, respectively, both EMO-MMO and MOMMOP have achieved high PR values. This observation indicates that the proposed EMO-MMO is capable of handling MMOPs with a large number of global optima. By contrast, NEA2 is significantly outperformed by the other three algorithms, especially on F8 and F9, where NEA2 has only achieved around 20% and 60% PR respectively.

While the fitness landscapes of F1 to F10 are relatively simpler, the remaining ten functions, F11 to F20, are composition functions which have more complex fitness landscapes. As a consequence, EMO-MMO is the only algorithm that is still able to achieve 100% SR at all accuracy levels on part of them. By contrast, the other three algorithms have all failed to achieve 100% SR on all these function, especially on F15 to F20, where the SR is 0% at all accuracy levels. In fact, obtaining all global optimal solutions (i.e., achieving a successful run) on high-dimensional test functions such as F15 to F20 can be challenging for any existing MMO algorithms [4]. Since the candidate solutions are very sparsely distributed in the high-dimensional decision space, it is very likely that some of the global optimal solutions are undetected (or lost), thus leading to 0% SR. Another interesting observation is that NEA2 has significantly outperformed all the other three algorithms on F16 to F20, showing promising scalability to the number of decision variables. This is mainly due to the effectiveness of the nearest-better clustering (NBC) method adopted in NEA2 [3], which is designed to enhance the performance of the algorithm on both low-dimensional and high-dimensional problems. As will be presented in Section V-B, the scalability
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**TABLE I**

The parameter settings for each component of EMO-MMO. For the local search component, in addition to the swarm size $m = 20$, the other parameter $\varphi$ is set to 0 as suggested in [62].

<table>
<thead>
<tr>
<th>Components of EMO-MMO</th>
<th>Parameter Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOFLA</td>
<td>$N = 600$</td>
</tr>
<tr>
<td>Peak Detection</td>
<td>$\eta = 0.1$</td>
</tr>
<tr>
<td>Local Search (CSO [62])</td>
<td>$m = 20, \varphi = 0$</td>
</tr>
</tbody>
</table>

![Fig. 4. Boxplots of the results obtained by each algorithm in 50 runs at accuracy level $\varepsilon = 10^{-1}$.](https://github.com/mikeagn/CEC2013)
of the proposed EMO-MMO can be also potentially improved by adopting a specially tailored reproduction operator.

For further observations, boxplots of the results obtained by each algorithm on each test function in 50 runs are given in Supplementary Materials III. Representatively, Fig. 4 and Fig. 5 shows the boxplots of F8, F12, F14 and F18, where F8 has a large number of 81 global optimal solutions, F12 and F14 are low-dimensional composite functions which have complicated fitness landscapes, and F18 is the high-dimensional (10D) instance of F14. One one hand, EMO-MMO shows generally robust performance at the low accuracy level of $\varepsilon = 10^{-5}$. On the other hand, at the higher accuracy level of $\varepsilon = 10^{-5}$, EMO-MMO still shows stable performance on F8 and F12, but its performance suffers from significant deterioration on F18. Besides, it is interesting to see that although NEA2 tends to occasionally lose some optimal solutions, its performance is quite stable regardless of the accuracy levels.

In summary, compared with MOMMOP, NMMSO and NEA2, the proposed EMO-MMO has shown best performance on most test functions in the CEC’2013 test suite, with respect to both PR and SR. Since the performance of EMO-MMO is largely dependent on the proposed MOFLA method and the peak detection method, in the following subsections, we present some empirical results to further demonstrate the advantages of both methods, especially when applied to preference based decision-making.

**B. Fitness Landscape Approximation**

While most existing algorithms for multimodal optimization merely aim to find all optimal solutions, in practice, the DM may only be interested in some specific solutions of his/her preferences. In this scenario, achieving all optimal solutions can be quite inefficient, especially for problems with expensive fitness evaluations. To address such an issue, we demonstrate that, by consuming a certain number of fitness evaluations, the proposed EMO-MMO can be used to assist the decision-making process by obtaining an approximate fitness landscape together with adaptively detected peaks marked on it.

As an illustrative example, we have run the proposed MOFLA (Algorithm 2), MOMMOP and NMMSO for 40000 FEs (only 20% of the maximum FEs as used in benchmark comparisons) on F6, and a large archive is used to record all the candidate solutions obtained by each algorithm as an approximation to the fitness landscape. As presented in Fig. 6, the approximate fitness landscapes obtained by MOFLA, MOMMOP and NMMSO show significantly different qualities. To be specific, MOFLA has obtained the best approximation to the fitness landscape, where the shapes of the sharp peaks are clearly visible; by contrast, for MOMMOP and NMMSO, most points are merely located on the top of the peaks.

As the most important subcomponent in MOFLA, the proposed grid based diversity indicator $d_{grid}(x)$ is crucial
to the performance of the whole algorithm. To assess the effectiveness of $d_{grid}(x)$, we have performed further empirical comparisons between it and the classic Euclidean distance diversity indicator $d_d(x)$ as given in (9). To be specific, we use F10, which is a relatively simple fitness landscape (as shown in Fig. 3 (d)), to conduct the experiments. As evidenced in Fig. 7, MOFLA has completely failed the approximation to the fitness landscape of F10 once $d_{grid}(x)$ is replaced with $d_d(x)$, which confirms the effectiveness of the proposed grid based diversity indicator $d_{grid}(x)$.

C. Peak Detection

On the basis of the approximate fitness landscapes obtained by Algorithm 2, we are able to further apply Algorithm 3 to the detection of peaks where optimal solutions may exist. For example, as shown in Fig. 8(a), although the six global optimal solutions of F12 have the same fitness, they are located on the peaks of significantly different landscapes. Considering the robustness in engineering designs, the DM may prefer to perform further local search inside the smooth peaks (e.g. peak 6), where the optimal solutions are less sensitive to the decision variable tunings than those on sharp peaks (e.g. peak 3 or peak 4). Therefore, performing peak detection can be particularly meaningful in practical engineering designs.

As presented in Figs. 8(b), despite that some of the peaks are quite sharp while the others are more smooth, all of the six peaks in the approximate fitness landscape of F11 has been successfully detected, which indicates the robustness of the proposed adaptive strategy. In addition, as evidenced in Fig. 8(c), data points around the peaks show significantly higher density than those in other regions of the decision space, which indicates that the MOFLA method is able to adaptively adjust the distribution of the candidate solutions according to the specific locations of the peaks, thus avoiding useless explorations in the barren regions. Moreover, as presented in Fig. 8(d), cutting the fitness landscape to a certain slice will remove the sparsely distributed points which have poor fitness. Consequently, the DM is able to determine the ROIs (e.g. the region of peak 6) to perform further local search.

In addition to the sparsely distributed global optimal solutions such as in F11, for some other problems, there can also exist a large number of local optimal solutions. In this case, the number of peaks to be detected can be somehow controlled by the settings of the initial cutting ratio $\eta$. To further verify the robustness of the proposed peak detection method in terms of different settings of $\eta$, we conduct additional experiments using F12, which has a large number of local optimal solutions. As shown in Fig. 9, the proposed peak detection method has obtained different numbers of peaks with different settings of $\eta$, where the smaller $\eta$ is set, the fewer peaks (with higher fitness) will be left in the cutting slice, and vice versa. Therefore, setting $\eta$ to a too large value can lead to some potential issues. First, if the problem has a large number of local optimal solutions, a large initial cutting slice can cause a large number of local peaks to be detected, thus costing more fitness evaluations to exploit each of them in the local search procedure. Second, a large initial cutting slice may contain too many sample points, thus increasing the computational cost of the peak detection procedure. To avoid such issues, we suggest that a small value $\eta$ should always be considered, e.g., $\eta = 0.1$ as adopted in this work.
D. Allocation of Fitness Evaluations

In the proposed EMO-MMO, both of the MOFLA component (Algorithm 2) and the local search component (Algorithm 5) require a certain number of fitness evaluations. In our benchmark studies, without any priori knowledge available, the two components are considered equally important to the black-box benchmark test functions, and thus 50% of the maximum FEs are allocated to each component respectively. As further investigation, we have performed some sensitivity analysis on the allocation of FEs.

As indicated by the results summarized in Fig. 10, the performance of EMO-MMO is not particularly sensitive to the allocation of FEs on most test functions, except $f_9$ and $f_{12}$, which have a large number of global and local optimal solutions respectively. Intuitively, this is due to the fact a larger number of detected peaks (i.e., potential optimal solutions) will require more FEs for the local search to be performed on each peak successively. In this case, allocating too many FEs to the MOFLA component will consequently result in insufficient FEs for local search, thus leading to poor performance of the algorithm. Therefore, in practice, the DM may allocate the FEs on the basis of approximate fitness landscape and according to personal preferences.

V. DISCUSSIONS

A. Effectiveness of Grid Coordinate System

In the following, we elaborate some further discussions to demonstrate the advantages of the grid coordinate system over the real coordinate system in terms of diversity measurement for the proposed EMO-MMO. To begin with, we replace the grid-based normalization method in (10) with the following real-valued normalization method:

$$x_{t,i,j}^r = \frac{x_{t,i,j} - x_{t,i,j}^{min}}{x_{t,i,j}^{max} - x_{t,i,j}^{min}},$$

(19)

where $x_{t,i,j}^r$ falls into range $[0, 1]$, such that the diversity indicator as formulated in (11) to (14) is calculated in the real coordinate space. With this real-valued normalization method, we conduct some experimental comparisons between the modified EMO-MMO (denoted as EMO-MMO-R for short hereafter) and the original EMO-MMO on the CEC’2013 benchmark test suite, where all the experimental settings remain the same as those adopted in Section IV.

As summarized by the results in Supplementary Materials IV, EMO-MMO-R shows the same performance to EMO-MMO on simple test functions such as F1 to F6, but is significantly outperformed by EMO-MMO on difficult test functions such as F7 to F9 or F11 to F20, which either have a large number of global optimal solutions or have a complicated composite fitness landscape. This is due to the fact that the real coordinate system fails to well balance between convergence and diversity in the decision space, thus causing the loss of part of the solution sets. Such empirical observations indicate that the proposed grid coordinate system is crucial to the performance of EMO-MMO in terms of diversity measurement, especially on those hard problems.

B. Reproduction Operator in MOFLA

For simplicity, the multiobjective fitness landscape approximation method (MOFLA) in this work has been designed on the basis of the original NSGA-II, where the reproduction operator is the classic simulated binary crossover (SBX) operator plus the polynomial mutation (PM) operator (Step 7 in Algorithm 2). As one of the most important components in an MOEA, the reproduction operator could substantially determine the search behaviors of the algorithm, thus influencing the performance of the proposed MOFLA. To this end, we conduct some further investigations by proposing a localized DE operator (refer to Supplementary Materials VI) to replace the SBX operator in Algorithm 2, and re-run the modified EMO-MMO (denoted as EMO-MMO-DE for short hereafter) on the CEC’2013 test suite using the same settings as introduced in Section I.

As summarized in Supplementary Materials IV, EMO-MMO-DE and original EMO-MMO have achieved the same (or very close) performance on simple low-dimensional test functions such as F1 to F6 or F10 to F16, while their performance is substantially different on difficult test functions such as F7 to F9 or F17 to F20. To be specific, the original EMO-MMO significantly outperforms EMO-MMO-DE on test functions F7 to F9 which have a large number of global optimal solutions; by contrast, EMO-MMO-DE shows promising scalability on the high-dimensional test functions F17 to F20, significantly outperforming the original EMO-MMO. Such observations indicate that the reproduction operator is crucial to the performance of the MOFLA method, hence, it is very likely that a specially tailored reproduction operator can improve the performance of EMO-MMO on specific problems of different types (e.g., high-dimensional problems).

C. Applicability to Infinite Optimal Set

As demonstrated by the experimental study in Section IV, the proposed EMO-MMO shows generally robust performance

Fig. 10. The mean PR values obtained by EMO-MMO at accuracy level of $\varepsilon = 10^{-5}$ using different percentages of maximum FEs allocated to the MOFLA component.
on a variety of test functions which have different numbers of optimal solutions. Although the number of optimal solutions varies from 1 to 216, all of the optimal solutions are still discretely distributed in the fitness landscapes. In practice, however, there may exist some problems where the optimal solutions are continuously distributed, thus leading to an infinite optimal set. To further investigate the performance of EMO-MMO on such kind of problems, we have specially designed a new test function, called a roof problem:

\[
f(x_1, x_2) = \begin{cases} 
  x_1 & \text{if } x_1 \leq 0.5 \\
  1 - x_1 & 0.5 < x_1 \leq 1
\end{cases}
\]  

(20)

where \(0 \leq x_1, x_2 \leq 1\). As shown in Fig. 11(a), this problem has an infinite global optimal set along the roof ridge defined by \(x_1 = 0.5\).

In order to approximate the fitness landscape of the roof problem and detect the peaks where optimal solutions could exist, we run EMO-MMO for 50000 FEs. As shown in Fig. 11(b), consequently, EMO-MMO has obtained a certain number of well distributed peaks along the “roof ridge”, which implies the potential applicability of EMO-MMO to the problems having infinite optimal sets. Nevertheless, there are still some open issues worthy of further investigations. For example, compared to the dense distribution of the sampled candidate solutions in the optimal region, the distribution of the detected peaks is relatively sparse, and the exact number of detected peaks is not controllable. Besides, since EMO-MMO performs stochastic search behaviors, it also does not guarantee which exact peaks to be detected in each independent run. In this case, the DM may have to specify some regions of interest (ROIs) in order to obtain solutions according to personal preferences, thus calling for the development of specially tailored preference integration/articulation methods.

VI. CONCLUSION

By taking advantage of evolutionary multiobjective optimization (EMO) techniques in population diversity preservation, we have proposed an evolutionary multiobjective optimization based multimodal optimization (EMO-MMO) algorithm. The proposed EMO-MMO first obtains an approximate fitness landscape marked with adaptively detected peaks, and then, local search is performed inside each peak independently. Our experimental results have demonstrated that the proposed EMO-MMO not only shows promising performance in the benchmark comparisons with some state-of-the-art algorithms, but also has good potential in assisting preference based decision-makings in MMO.

While most existing MMO algorithms try to find all optimal solutions during one single run, the proposed EMO-MMO has adopted a two-stage framework: to approximate the fitness landscape and to exploit the ROIs. Technically, the framework has been designed to be flexible. For example, in the MOFLA component, both the diversity indicator and the reproduction operator are replaceable. Besides, the local search operator could also be any single-objective optimizer. Even the peak detection method could also be replaced as long as it is able to detect the ROIs (e.g. the peaks) on the basis of the approximate fitness landscape. In the future, we would like to investigate how to design new methods or operators to tackle more challenging (e.g. high-dimensional) MMOPs using such a framework. In addition, the visualization of high-dimensional multimodal landscapes is also worth investigating [63].
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