A Task-Oriented Heuristic for Repairing Infeasible Solutions to Overlapping Coalition Structure Generation

Guofu Zhang, Member, IEEE, Zhaopin Su, Member, IEEE, Miqing Li, Meibin Qi, Jianguo Jiang, and Xin Yao, Fellow, IEEE

Abstract—Overlapping coalition formation (OCF), which provides a natural framework for modeling scenarios where each agent can join and allocate their resources to several completely different coalitions at the same time, has become a very active topic in multi-agent systems (MAS). For OCF in resource-constrained and subadditive task oriented domains, an agent may not possess sufficient resources to meet the needs of multiple coalitions simultaneously. As a result, there may exist many potential resource conflicts among the rival overlapping coalitions. To tackle such situations, we first present a natural variation of the traditional OCF model and analyze the size of the solution space and the computational complexity of the overlapping coalition structure generation (OCSG) problem. Next, we develop a generic task-oriented heuristic (TOH) for individual repairs that can be used in binary meta-heuristic algorithms (MHAs) to generate overlapping coalitions in a parallel manner. Moreover, we show how the proposed TOH repairs a two-dimensional individual to resolve resource conflicts and discuss several basic properties. Finally, to evaluate the effectiveness of TOH, we compare it with the existing agent-oriented heuristic (AOH) for the OCSG problem. The empirical results demonstrate that TOH is of high efficiency and effectiveness in harsh environments with fierce competition over scarce resources.
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I. INTRODUCTION

In multi-agent systems (MAS), agents are computational entities such as software programs and robots that are able to accomplish a series of tasks autonomously within a given time bound [1], [2]. Usually, these agents have some kinds of abilities or possess a certain amount of resources. When agents encounter tasks that cannot be fulfilled independently, they can share their resources and work together by forming coalitions [3], [4]. Coalition formation, which is a fundamental and important form of interaction and cooperation, can make weak agents strong enough to achieve impossible goals. Then, the biggest challenges we face are which coalitions will form and which coalitions are the most beneficial to members’ collaboration and the execution of tasks [5], [6].

In recent years, coalition formation has become a highly active topic in the field of MAS and has been successfully applied in operation research and computer science [7]–[9]. However, the traditional coalition formation concentrates on a very harsh term that each agent can only be a member of one coalition at any given time [6], which may result in a very low utilization rate of agents’ resources [10]. In some practical scenarios, an agent in a complex system has the characteristic of diversity. That is, the agent can often be attributed to different categories or goals in which members are overlapping and interrelated [10], [11]. For example, in virtual organizations [12], [13] and wireless networks [14], [15], an agent with sufficient resources is able to apply for joining several completely different cooperative coalitions to earn more profits or achieve more objectives. The reason for this is that overlapping coalitions make it possible for agents to form a coalition for each task, without preventing other tasks from being satisfied [10]. Moreover, each agent only needs to make necessary negotiations and contracts with partners which actually work together rather than with all the other agents in the entire system [5]. To model these scenarios, overlapping coalition formation (OCF) is introduced to allow each agent to be one member of completely different coalitions and thus can contribute their resources to the coalitions at the same time [5], [10].

Additionally, in most of the literature on traditional coalition formation, it is assumed that there is no resource conflict in coalition structure generation [6]. That is, each agent’s resources are unlimited and can fully meet the needs of all the possible coalitions. Although this assumption is suitable for some specific scenarios considered in the exiting work, strictly speaking, each agent’s resources are limited in most of the practical applications. For example, the finite energy of each node in wireless sensor networks [16] is the most valuable resource and directly determines its lifetime, so one of the most crucial problems is how to schedule and balance nodes’ energy consumption to conserve energy and increase the lifetime of the whole network. Another example is the
distribution of emergency relief supplies in disaster-emergency management [17]. In this domain, there are numerous reserve and dispatch points at different locations, and the focus is on allocating the finite emergency relief supplies of multiple reserve points to different dispatch points as soon as possible for maintaining life and improving health. The final example focuses on multi-camera surveillance systems [18], in which each camera has limited data processing capability, memory space, and view angle, and thus each camera can monitor and recognize few people only within its observation area.

In the above scenarios, when an agent with rare, but highly demanded resources has joined several completely different coalitions simultaneously, those coalitions will compete keenly for this agent. Once the agent is unable to meet the resource needs of so many coalitions, there may exist potential resource conflicts over the use of joint resources which are rare, but in high demand among overlapping coalitions. Then, those formed coalitions will be unstable and may disband, which may affect the task execution. This means that when an agent has limited resources, potential resource conflicts among rival overlapping coalitions need to be taken into account before forming coalitions to ensure the reliability and stability of the entire system [19]. Therefore, each agent in the process of OCF has to consider the following questions—Which coalitions will I join? How many resources can I separately contribute to every coalition that I have joined? Do I have sufficient resources to meet the requirements of those formed coalitions at the same time?

On the basis of the preceding considerations, to date, there have been a number of attempts in the literature to analyze computational questions surrounding OCF [20]–[23] and find efficient algorithms for solving OCF to maximize the sum of the profits for each task, namely, the social welfare [5], [10], [24]–[27]. Specifically, to avoid the possible resource conflicts among the competitive overlapping coalitions, Shehory and Kraus [5], [10], as well as Zhan et al. [27], serially allocated agents’ resources or weights to form each coalition for the given tasks, implying that a task’s request can be satisfied only after the previous coalitions for the corresponding tasks have been successfully formed. In addition, Zhang et al. [24], [26], as well as Lin and Hu [25], improved the binary particle swarm optimization (BPSO) [28] with the two-dimensional encoding and the corresponding heuristics to search for overlapping coalitions in a parallel manner. However, the existing work has the following drawbacks.

- It is not shown theoretically that the embedded heuristics could strengthen the exploration ability of the search algorithms;
- The search algorithms would not work, when agents’ resources are not enough to accomplish all the given tasks;
- The proposed heuristics need to evaluate all the rows and columns in a two-dimensional binary individual, which results in that the heuristics are complicated and time-consuming, especially under the large problem size.

Against this background, this paper makes the following contributions to the state of the art in OCF:

- We proposed a natural variation of the traditional OCF in resource-constrained and subadditive task oriented domains. In the proposed OCF model, each agent’s resources are limited and the potential resource conflicts among rival coalitions may take place often.
- We analyzed the size of the search space and the complexity of the key overlapping coalition structure generation (OCSG) problem in the proposed OCF model. It was found that the OCSG problem is NP-complete and the traditional deterministic search techniques may not be available within an acceptable time.
- We developed a generic task-oriented heuristic (TOH) for repairing infeasible solutions which can be used in meta-heuristic algorithms for the OCSG problem. Unlike the previous work, TOH only repairs each row rather than all the rows and columns in a two-dimensional binary encoding. By applying TOH, the binary meta-heuristic algorithms are able to assign tasks according to the current residual resources of agents. This is helpful to make meta-heuristic algorithms workable and available in a harsh environment where agents have no enough resources to satisfy all the tasks.

The remainder of this paper is structured as follows. Section II surveys the related work on OCF. Section III proposes an OCF model in resource-constrained and subadditive task oriented domains and analyzes the computational complexity of the key OCSG problem. After discussing the existing AOH [26] that can be used in binary meta-heuristic algorithms for solving OCSG, the generic TOH is presented and analyzed in Section IV. An empirical verification of the proposed TOH in comparison with AOH is shown in Section V, which is followed by conclusive remarks and potential directions for future work in Section VI.

II. LITERATURE REVIEW

OCF provides a natural framework for modeling scenarios where agents can allocate their resources to different coalitions for the given tasks at the same time. Thus far, much of the existing work concentrates on studying computational questions surrounding OCF. Chalkiadakis et al. [20] presented a model for cooperative games with overlapping coalitions and explored the issue of stability in this setting on the basis of the conservative, refined, and optimistic core. Thereafter, Zick et al. [21]–[23] proposed an arbitrated OCF model and discussed its stability according to the arbitrated core. Moreover, Zick et al. [21], [22] proved that the algorithmic complexity of the associated problems in the arbitrated OCF crucially depends on the amount of resources that each agent possesses, the maximum coalition size, and the pattern of interaction among agents. However, the above serial work does not show the size of the solution space and how to search through the solution space.

A different line of research focuses on algorithms for finding the optimal overlapping coalition structure to maximize the sum of the profits for each task [5], [10], [27], which is also known as the overlapping coalition structure generation (OCSG) problem. In this regard, Shehory and Kraus [5],
[10] considered a task-based setting in which coalitions may overlap and will be successively formed according to the precedence ordering of each task. Moreover, to reduce the complexity, they developed greedy algorithms with a specific limitation on the size of each coalition. However, given such a limitation, their algorithms cannot find the optimal or even suboptimal solutions and still need a large amount of memory requirements and time consumption [29], because of the repetitive search for each task.

Zhan et al. [27] proved some computational complexity results of the threshold task games [20], a specific case of OCF games, and then presented dynamic programming and greedy algorithms for serial generation of overlapping coalitions. However, they assumed that the value of a coalition with responsibility for a given task is known and fixed no matter which agents will form the coalition. This assumption may simplify the search algorithm but makes coalition formation less meaningful in practice. This is because for a task, no matter which agents form the corresponding coalition and how members cooperate, it is impossible for members to obtain more profits. As a result, each member wants itself to become a freeloader but others to work as much as possible, which may lead to the non-production or under-production of a public good, namely, Pareto inefficiency [30].

In addition, the serial generation of overlapping coalitions for the given tasks [5], [10], [27] also has the following potential disadvantages. First, once the serial algorithms [5], [10], [27] cannot find a feasible coalition to satisfy the resource needs of a task, the algorithms will fall into an infinite loop and the other unassigned tasks cannot be dealt with, even if those tasks could have been accomplished by agents. Next, the previously formed coalitions will inevitably influence the searching results of coalitions for the successive tasks. The reason for this is that some agents’ resources have been kept for the previous coalitions’ own and cannot be used by the successive tasks. Hence, the final overlapping coalition structure obtained by the serial algorithms [5], [10], [27] cannot be optimal and even suboptimal.

In fact, the coalition formation in task-based settings is just selecting a portion of agents to form coalitions for as many tasks as possible, which is a complex combinatorial optimization problem [31]. It is known that the total number of coalitions grows exponentially with the number of agents involved and most of the natural decision-making problems related to coalition formation are NP-complete [31]. As the search space complexity increases with the numbers of agents, tasks, and resources, the cost of the above deterministic search algorithms can increase hugely [29], making the search of solutions infeasible. Another way to tackle this class of problems is to find a suboptimal solution in a reasonable time. Moreover, in some cases the optimal solution to the problem with appropriate size may even be found [32], [33]. In such optimization methods, meta-heuristic algorithms (MHAs) have become powerful and popular for solving varieties of coalition formation problems [34]–[39]. MHAs can be defined as a set of nature-inspired and population-based stochastic optimization techniques through the reproduction of generations [43], [44]. More specifically, see Fig. 1, the basic meta-

---

Fig. 1. The psuedocode of the most basic meta-heuristic algorithm.
III. PROBLEM DESCRIPTION

This section formalizes OCF in resource-constrained and subadditive task oriented domains, which can be seen as a natural extension of the traditional OCF [20]. Let \( A = \{a_1, \ldots, a_n\} \) denote a set of \( n \in \mathbb{N} \) agents with bounded resources that have to cooperate to accomplish a set of possible tasks \( T = \{t_1, \ldots, t_m\} \) \((m \in \mathbb{N})\).

Each task \( t_i \in T, \ i \in \{1, \ldots, m\} \), requires \( r \in \mathbb{N} \) types of resources \( D_i = \langle d_{i1}, \ldots, d_{ir}\rangle \), where \( d_{ik} \geq 0, k \in \{1, \ldots, r\} \), is a nonnegative integer and represents the amount of resource of type \( k \) required by task \( t_i \). In addition, each \( t_i \in T \) has a certain reward \( \mu_i > 0 \) that is a positive integer if \( t_i \) can be accomplished.

Each agent \( a_j \in A \), \( j \in \{1, \ldots, n\} \), is endowed with \( r \) types of original resources \( B_j = \langle b_{j1}, \ldots, b_{jr}\rangle \), where \( b_{jk} \geq 0 \) is a nonnegative integer and denotes the amount of resource of type \( k \) owned by agent \( a_j \). Besides, there is a coordination and communication cost \( \pi_{jj} \geq 0, j^* \in \{1, \ldots, n\} \) and \( j^* \neq j \), between any two different agents \( a_j \) and \( a_{j^*} \). However, sometimes, a coalition may carry out each task is assigned at most one coalition of agents to accomplish a set of possible tasks. If \( a_k \) does not join any task, \( \sum_{i=1}^{n} w_{ji} \), \( k \in \{1, \ldots, r\} \), otherwise, \( w_{ji} = b_{j} - \sum_{i=1}^{m} w_{ji} \), \( k \in \{1, \ldots, r\} \).

A coalition \( C_i \subseteq A \) is a set of member agents with responsibility for a task \( t_i \in T \). \( C_i \) also has \( r \) types of resources, \( B_{C_i} = \langle b_{1C_i}, \ldots, b_{rC_i}\rangle \), where \( b_{jk} \geq 0 \) is the sum of resources that members contribute to \( C_i \) for performing \( t_i \). That is, \( b_{jk} = \sum_{a_j \in C_i} w_{ji} \), \( k \in \{1, \ldots, r\} \). Note that if \( \exists k \in \{1, \ldots, r\}, \sum_{j=1}^{n} p_{jk} < d_{jk} \), it is impossible for \( C_i \) to perform \( t_i \) even if \( C_i = A \), so we say that \( t_i \) is unachievable under the current residual resources of agents.

It should be noted that in subadditive task oriented domains, each task is assigned at most one coalition of agents to improve resource utilization and task execution efficiency [5], [40], [41]. However, sometimes, a coalition may carry out several different tasks at the same time if only it has rare, but highly demanded resources. Then, we say that the assigned overlapping coalitions to those different tasks are the same.

The value of a coalition \( C_i \) with responsibility for \( t_i \) is calculated by a characteristic function [5], [10], [25], [26], [34], [35], [37]

\[
v(C_i) = \mu_i - \theta(C_i)
\]

where \( \theta(C_i) = \sum_{a_j, a_{j^*} \in C_i, j < j^*} \pi_{jj^*} \) is the total intra-coalition coordinate and communication costs among members in \( C_i \) for carrying out \( t_i \). For example, if \( C_i = \{a_1, a_2, a_3\} \), \( \theta(C_i) = \pi_{12} + \pi_{13} + \pi_{23} \). Note that if \( t_i \) is not achievable, \( C_i \) is infeasible, and thus we say that \( C_i = \emptyset \) and \( v(C_i) = 0 \). Moreover, it can be observed that \( v(C_i) \) is a subadditive function in which smaller coalition size is better. The reason for this is that \( \theta(C_i) \) grows exponentially with the number of members in \( C_i \) [5], [10], [25], [26], [35], [37]. Hence, for the given \( t_i \), \( C_i \) with smaller size has a higher coalition value in subadditive task oriented domains [10], [40].

An overlapping coalition structure (OCS) \( \{C_1, \ldots, C_m\} \) is composed of \( m \) possible overlapping coalitions, each of which is related to \( t_1, \ldots, t_m \), respectively. As in the traditional OCF [5], [10], [25], [26], we consider the value of an OCS in terms of its social welfare. That is, the value of an OCS is the sum of the values of its containing \( m \) overlapping coalitions:

\[
v(OCS) = \sum_{i=1}^{m} v(C_i)
\]

In particular, \( OCS = \{C_1, \ldots, C_m\} \) satisfies the following resource constraints.

\[
\sum_{j=1}^{n} w_{ji}^{ij} = d_{ij}, k \in \{1, \ldots, r\}, i \in \{1, \ldots, m\}, C_i \neq \emptyset
\]

\[
\sum_{i=1}^{m} w_{ji}^{ij} \leq b_{jk}, k \in \{1, \ldots, r\}, j \in \{1, \ldots, n\}
\]

where constraint (3) ensures that each feasible \( C_i \) can satisfy the resource needs of \( t_i \); constraint set (4) ensures that there is no resource conflict over the usage of agents’ resources among \( m \) overlapping coalitions.

Let \( \Pi_A^T \) denote the set of possible overlapping coalition structures over \( A \) and \( T \). Given the preceding terms, the problem of overlapping coalition structure generation (OCSG) in OCF is then to find an optimal overlapping coalition structure \( OCS^* \) to maximize the social welfare:

\[
OCS^* = \arg\max_{OCS \in \Pi_A^T} v(OCS)
\]

In summary, we describe the OCSG in OCF as the following constrained optimization problem.

\[
\begin{align*}
\text{Maximize:} & \quad \sum_{i=1}^{m} v(C_i) \\
\text{Subject to:} & \quad d_{ik} = \sum_{j=1}^{n} w_{ji}^{ij}, k \in \{1, \ldots, r\}, i \in \{1, \ldots, m\}, C_i \neq \emptyset \\
& \quad \sum_{i=1}^{m} w_{ji}^{ij} \leq b_{jk}, k \in \{1, \ldots, r\}, j \in \{1, \ldots, n\}
\end{align*}
\]

Given the above formulations, we investigate the size of the search space and the complexity of the OCSG problem in the proposed OCF model.

**Theorem 1**: The total number of the possible overlapping coalition structures is \( 2^{mn} \).

**Proof**: It is known that there are in total \( 2^n - 1 \) nonempty coalitions for the given \( n \) agents [6], [31]. In OCF, each agent may join these \( 2^n - 1 \) coalitions at the same time. Accordingly, for each \( t_i \in T \), there are \( 2^n \) possibilities: \( t_i \) is not handled or is assigned a coalition from the \( 2^n - 1 \)
nonempty coalitions. As there are \( m \) tasks in \( T \), the number of the possible overlapping coalition structures is \( (2^n)^m = 2^{mn} \).

It is clear that the size of the search space \( \Pi_T^m \) in the proposed OCF model is extremely big. Ideally, all of the tasks in \( T \) may be assigned and completed. However, in the proposed OCF model the total available resources of all the agents in \( A \) are limited. When we attempt to maximize the social welfare, some tasks which have plenty of rewards may be facilitated but others hindered. Accordingly, in an overlapping coalition structure \( OCS = \{C_1, \cdots, C_m\} \), it is possible that some coalitions may be the same or empty, and some agents may not be selected to join any coalition. Then, we can merge them altogether into one. For instance, given four agents \( \{a_1, a_2, a_3, a_4\} \) and four tasks \( \{t_1, t_2, t_3, t_4\} \). If a possible OCS for the four tasks is \( \{\{a_1, a_2\}, \{a_1, a_2\}, \{a_2, a_4\}, \emptyset\} \), we know that coalitions \( C_1 = \{a_1, a_2\} \) for \( t_1 \) and \( C_2 = \{a_1, a_2\} \) for \( t_2 \) are the same, coalition \( C_3 = \{a_2, a_4\} \) does \( t_3 \), and coalition \( C_4 = \emptyset \) means that \( t_4 \) is not assigned. Here, \( a_3 \) is not selected by any coalition. In coalition structure generation [6], a coalition structure is feasible only if any coalition cannot be empty and the forming coalitions must cover all the given agents in \( A \). That is, the union of all the nonempty coalitions in the OCS must be equal to \( A \). To satisfy these constraints, we can repair the original \( \{\{a_1, a_2\}, \{a_1, a_2\}, \{a_2, a_4\}, \emptyset\} \) into a feasible OCS \( \{\{a_1, a_2\}, \{a_2, a_4\}, \{a_3\}\} \) in which \( \{a_1, a_2\} \) carries out \( t_1 \) and \( t_2 \), \( \{a_2, a_4\} \) executes \( t_3 \), and \( \{a_3\} \) does nothing.

**Theorem 2**: There are at most \((m + 1)\) coalitions in an OCS.

**Proof**: In \( OCS = \{C_1, \cdots, C_m\} \), there are at most \( m \) different nonempty coalitions with a non-zero value for \( t_1, \cdots, t_m \). Beyond that, if \( \bigcup_{i=1}^{m} C_i \subseteq A \), some agents in \( A \) may not be included in \( \bigcup_{i=1}^{m} C_i \). Then, according to the preceding terms, we have to form coalition \( C_{m+1} \) to contain these agents that do nothing and ensure the completeness of OCS. Note that the value of \( C_{m+1} \) is zero because it does nothing. As a result, there are at most \((m + 1)\) different nonempty coalitions in a feasible OCS.

**Theorem 3**: The problem of OCSG in the proposed OCF model is NP-complete.

**Proof**: It is known that the coalition structure generation problem for Threshold Task Games (TTGs), a subclass of OCF games, is NP-complete [20, 27]. In TTGs, each agent \( a_i \) has a weight \( \omega_i \). Each task \( t_i \) has a threshold \( \tau_i \) and a utility \( u_i \). Coalition \( C_i \) can do \( t_i \) and obtain \( u_i \) only if the sum of weights of members in \( C_i \) is bigger than or equal to the threshold \( \tau_i \) of \( t_i \). In the proposed OCF model, if we set \( r = 1 \) (i.e., there is only one type of resource) and the communication cost \( \tau_{ij} \) between any two different agents to be zero, the proposed OCF model just becomes a simple TTGs. Hence, it is clear that the problem of OCSG in the proposed OCF model is also NP-complete on the basis of the reduction principle [42].

**Theorem 4**: All of the tasks in \( T \) can be successfully assigned if and only if

\[
\sum_{j=1}^{n} b_{k}^{j} \geq \sum_{i=1}^{m} d_{k}^{i}, k \in \{1, \cdots, r\} \tag{6}
\]

**Proof**: We show the implications separately.

\( \implies \): In this case, all of the tasks in \( T \) can be successfully assigned, so each coalition \( C_i \) is feasible for each \( t_i \in T \). Then, we know that the corresponding OCS for \( T \) satisfies (3) and (4). By (3), we can obtain

\[
\sum_{i=1}^{m} \sum_{j=1}^{n} w_{k}^{ij} = \sum_{i=1}^{m} d_{k}^{i}, k \in \{1, \cdots, r\} \tag{7}
\]

According to (4), we have

\[
\sum_{j=1}^{n} \sum_{i=1}^{m} w_{k}^{ij} \leq \sum_{j=1}^{n} b_{k}^{j}, k \in \{1, \cdots, r\} \tag{8}
\]

Taking (7) and (8) altogether, we prove the results in (6).

\( \iff \): Suppose for the sake of contradiction that not all tasks in \( T \) can be satisfied by agents in \( A \). Without loss of generality, we assume that the previous \((m - 1)\) tasks, \( t_1, \cdots, t_{m-1} \), have been successfully assigned and satisfied by agents in \( A \), but the last \( t_m \) cannot be satisfied by the residual resources of agents after they have responded the previous \((m - 1)\) tasks. It means that for the previous \((m - 1)\) tasks, we have

\[
\sum_{i=1}^{m-1} \sum_{j=1}^{n} w_{k}^{ij} = \sum_{i=1}^{m-1} d_{k}^{i}, k \in \{1, \cdots, r\} \tag{9}
\]

but for the last \( t_m \),

\[
\sum_{j=1}^{n} p_{k}^{j} < d_{k}^{m}, \exists k \in \{1, \cdots, r\} \tag{10}
\]

\[
p_{k}^{j} = b_{k}^{j} - \sum_{i=1}^{m-1} w_{k}^{ij}, k \in \{1, \cdots, r\} \tag{11}
\]

Substituting (11) into (10), we can obtain

\[
\sum_{j=1}^{n} b_{k}^{j} - \sum_{j=1}^{n} \sum_{i=1}^{m-1} w_{k}^{ij} < d_{k}^{m}, \exists k \in \{1, \cdots, r\} \tag{12}
\]

By (9) and (12), we have

\[
\sum_{j=1}^{n} b_{k}^{j} < \sum_{i=1}^{m} d_{k}^{i}, \exists k \in \{1, \cdots, r\}
\]

which contradicts the initial condition (6), so we obtain that all of the tasks in \( T \) can be successfully assigned.

**Theorem 5**: For \( \forall C^* \subseteq A \) and \( \forall T^* \subseteq T \), as long as

\[
\sum_{a_i \in C^*} b_{k}^{j} \geq \sum_{t_i \in T^*} d_{k}^{i}, k \in \{1, \cdots, r\} \tag{13}
\]

there certainly exists a feasible OCS.

**Proof**: By (13) and Theorem 4, we know that all of the tasks in \( T^* \) can be successfully assigned by agents in \( C^* \). That is, for each \( t_i \in T^* \), there is a corresponding feasible coalition \( C_i \subseteq C^* \) such that \( \bigcup_{t_i \in T^*} C_i = C^* \). Moreover, there is no resource conflict among coalitions for \( T^* \). As a result,
we can obtain a feasible overlapping coalition structure by merging the same coalitions and forming a new coalition for agents that do nothing.

**Theorem 6:** If $OCS^*$ is an optimal overlapping coalition structure and there is an unassigned task $t_i \in T$, it is impossible that

$$\sum_{j=1}^{n} p^i_k \geq d^i_k, k \in \{1, \ldots, r\}$$

**(14)**

*Proof:* For the sake of contradiction suppose (14) holds. We set $T^* = \{t_i\}$ and $C^*$ is formed by agents in $A$ that have residual resources. By (14), we obtain that $C^*$ and $T^*$ satisfy (13) according to the residual resources of members in $C^*$. Therefore, on the basis of Theorem 5, we have there certainly exists a feasible $OCS$ for $T^*$ with $\nu(OCS) > 0$. Without loss of generality, we assume $OCS = \{C^*\}$. Then, we have $\nu(OCS^* \cup OCS) > \nu(OCS^*)$, namely, $OCS^*$ is not optimal, so this is a contradiction.

**IV. SOLVING THE OCSG PROBLEM**

In this section, we present an efficient and effective heuristic that can be used to strengthen the exploration ability of binary MHAs for the OCSG problem. For the purpose of illustration, we start by introducing the classical two-dimensional binary encoding and recalling the existing agent-oriented heuristic for individual repairs. After that, we show a generic task-oriented heuristic for OCSG. Finally, we investigate several fundamental properties of the proposed heuristic.

**A. Two-Dimensional Binary Encoding**

To show the combinatorial optimization characteristics of the OCSG problem more intuitively, Fig. 2 depicts a simple two-dimensional binary encoding, in which each row represents a task (or the corresponding coalition) and each column denotes an agent. Let $\delta_{ij}$ denote a bit in this encoding. If $\delta_{ij} = 1$, agent $a_j$ will take part in $C_i$ with responsibility for $t_i$. If $\delta_{ij} = 0$, agent $a_j$ will not join $C_i$. Each individual will be initialized at random according to this encoding scheme. Then, each individual represents a possible $OCS = \{C_1, \ldots, C_m\}$ and the fitness value of each individual can be calculated on the basis of (2). Note that there are $m$ rows in the encoding for the reason that there are at most $m$ coalitions with a non-zero value in the created OCS for the $m$ given tasks.

For each individual, three important aspects should be considered to ensure the created OCS is feasible and has as much social welfare as possible. First of all, as shown in (3), the endowed resources of each nonempty coalition need to be rich enough to carry out its task. Next, as shown in (4), there is no resource conflict over the usage of each agent’s resources, even if an agent has joined several different coalitions at the same time. Finally, no unassigned task can be satisfied by the residual resources of agents, that is, the utilization rate of agents’ resources needs to be maximized.

However, for each individual initialized randomly, we do not know whether any of the above conditions is satisfied. Furthermore, with the evolution of the MHAs, individuals also stay changing. Is the corresponding OCS in the created offspring individual feasible? If the embedded OCS in an individual is infeasible, the individual is just infeasible and its fitness value cannot be evaluated. A large amount of such infeasible individuals will consumerly debase the availability of population and weaken the performance of MHAs [43]. Hence, as shown in Fig. 2, before evaluating an individual we have to repair it to be feasible. We need to make sure that the repaired OCS satisfies the constraint sets (3) and (4). This thus raises an open question: how to repair an individual for feasibility and as much social welfare as possible?

To make individual repairs efficient and effective, we next discuss the details of the agent-oriented heuristic [26] in the following subsection, because of its relevance.

**B. Agent-Oriented Heuristic**

The agent-oriented heuristic (AOH) for generating an OCS [26] is based upon the workload that each agent contributes at least for each task. It proceeds in the following two stages. First, check each row and make its corresponding coalition feasible by randomly selecting available agents with the required resources to join each infeasible coalition. Second, check each agent to resolve potential resource conflicts. For each column $j$ (or agent $a_j$), estimate the amount of resources (i.e., $W_{ji}$) that each bit “1” in this column contributes at least to each task $t_i$. If $\forall k \in \{1, \ldots, r\}, w^ji_k = 0$, $a_j$ is redundant for $C_i$, so eliminate $a_j$ from $C_i$ to reduce the size of $C_i$. If $\exists k \in \{1, \ldots, r\}, \sum_{i=1}^{m} w^ji_k > p^i_k$, $a_j$ does not have sufficient residual resources to satisfy so many demands and a resource conflict occurs. Then, let $a_j$ drop out of some coalitions until $\sum_{i=1}^{m} w^ji_k \leq p^i_k, \forall k \in \{1, \ldots, r\}$. Note that once $a_j$ withdraws from a coalition $C_i$, $C_i$ will be infeasible for $t_i$, so other available agents with required resources in the $i$th row need to be selected to join $C_i$ until $C_i$ can meet $t_i$. Finally, update the residual resources of $a_j$. Repeat the above steps until all the columns have been checked and repaired.

Fig. 3 provides the pseudo-code for the two stages of the AOH. Although AOH can resolve potential resource conflicts, it must evaluate all the rows and columns. From a more technical point of view, AOH is complicated and time-consuming, which can be verified by the below given complexity of the AOH.

**Theorem 7:** Given an arbitrary OCF instance, the worst case complexity of the AOH is $O(m \times n^2 \times r^2)$. 
of resources must be checked to evaluate whether there exists potential resource conflicts. If a resource conflict occurs, it is possible that \((m - 1)\) bits “1” in the \(j\)th column will be reset to “0” to let \(a_j\) drop out of some coalitions. Once a bit \(\delta_{ij} = 1\) is reset to “0”, the \(i\)th row has to be rechecked and then at most \((n - 1)\) agents and \(r\) types of resources will be recorded to ensure the feasibility of \(C_i\), so the number of operations required to resolve potential resource conflicts over \(a_j\) is \(O(r \times m \times n \times r)\). In brief, the worst case complexity of the AOH is \(O(n \times (m \times n \times r + r \times m \times n \times r)) = O(m \times n^2 \times r^2)\) rather than \(O(m \times n^2 \times r)\) suggested in [26].

In Fig. 3, it can be observed that to evaluate each agent \(a_j\)’s resource contribution to every coalition, AOH has to recalculate each \(B_{C_i}\), which has been traveled and saved during row checks in advance. Moreover, once \(a_j\) exits from a coalition \(C_i\), the the \(r\)th row must be checked again to ensure the feasibility of \(C_i\). This may bring the following problems. First, once a conflict over a type of resource of \(a_j\) occurs, \(a_j\) has to exit from some coalitions, even if there is no conflict over other types of resources of \(a_j\), which greatly reduces the utilization rate of \(a_j\)’s resources. Second, it is possible that \(a_j\) is selected to join \(C_i\) again if it has the required residual resources during the repairs of the successive columns. Then, the previous operation of \(a_j\)’s exit from \(C_i\) becomes superfluous and meaningless. Last, and most importantly, if \(\exists k \in \{1, \ldots, r\}, \sum_{i=1}^{m} b_k^i < \sum_{i=1}^{m} d_k^i\), \(a_j\)’s exit from \(C_i\) may result in that it is impossible for \(C_i\) to be feasible even if the residual resources of all the available agents are considered. In this case, AOH would fall into an infinite loop and could not obtain an OCS.

The underlying cause for those drawbacks stated above is that AOH considers much about the two-dimensional binary encoding but ignores the inherent relationship among agents, coalitions, and tasks in the OCF model. In OCF, it is worth noting that once a coalition \(C_i\) with responsibility for \(t_i\) is formed, there may be a large number of feasible resource-allocation schemes for members in \(C_i\) to carry out \(t_i\). However, the resource-allocation scheme is irrelative to \(v(C_i)\) on the basis of (1), so whichever allocation scheme members choose, it will not change the value of \(C_i\). Therefore, in the process of individual repairs, it would not be worth making the effort to spend so much time on estimating each agent’s resource contribution for each task. Instead, we need to focus on maximizing the utilization rate of agents’ resources and making the OCS satisfy the constraint sets (3) and (4). To this end, we present a generic task-oriented heuristic for individual repairs and try to overcome the above outlined disadvantages.

### C. Task-Oriented Heuristic

As mentioned earlier, if a possible OCS imbedded in an individual is not repaired, we cannot know whether each coalition is feasible and whether each agent has sufficient resources to satisfy the needs of overlapping coalitions at the same time. Hence, to create a feasible OCS efficiently and effectively, we present a generic task-oriented heuristic (TOH) by dynamically tracking each agent’s residual resources. The main idea is as follows. For each task \(t_i\), if an agent \(a_j\) is chosen to join a coalition \(C_i\) with responsibility for \(t_i\), we
first maximize $a_j$’s actual resource contribution to $C_i$ and then update $a_j$’s residual resources. After that, $a_j$ can join other tasks only by using its residual resources. Once $a_j$ has used up all the endowed resources, it will not respond any task.

A brief description of the main stages of the proposed TOH is displayed as follows. Check all the rows and evaluate the feasibility of each row (or coalition). For the $i$th row, we need to evaluate the availability of each agent for $t_i$. Specifically, if $\exists k \in \{1, \ldots, r\}$, $\sum_{j=1}^{n} p_{kj}^i < d_k^i$ by Theorems 4 and 5 we know that it is impossible for $C_i$ to be feasible, even if $C_i = A$. As a result, in the $i$th row, for each $\delta_{ij} = 1$, we set $\delta_{ij} \leftarrow 0$ to prevent any agent from carrying out $t_i$. If $\forall k \in \{1, \ldots, r\}$, $\sum_{j=1}^{n} p_{kj}^i \geq d_k^i$, it is certain that $C_i$ can be repaired to be feasible for $t_i$. Then, for each $\delta_{ij} = 1$, we consider the following:

- If $\exists k \in \{1, \ldots, r\}$, $b_{kj}^C < d_k^i$ and $a_j$ has required resources, calculate $W_{ji}$ (the amount of resources that $a_j$ can contribute at most to $t_i$) according to

$$w_{ki}^i = \min\{d_k^i - b_{ki}^C, p_{kj}^i\}, k \in \{1, \ldots, r\}$$

and update $a_j$’s residual resources, $p_{kj}^i \leftarrow p_{kj}^i - w_{ki}^i, k \in \{1, \ldots, r\}$.

- If $\forall k \in \{1, \ldots, r\}$, $b_{kj}^C < d_k^i$ but $a_j$ has no available resource for $t_i$, $a_j$ is useless for $C_i$ and then let $a_j$ exit from $C_i$ by setting $\delta_{ij} \leftarrow 0$.

- If $\forall k \in \{1, \ldots, r\}$, $b_{kj}^C = d_k^i$, $C_i$ has been feasible and $a_j$ is superfluous for $C_i$, we set $\delta_{ij} \leftarrow 0$ to exclude $a_j$ from $C_i$ and reduce the size of $C_i$.

After that, if $\exists k \in \{1, \ldots, r\}$, $b_{kj}^C < d_k^i$ still holds, we evaluate the availability of bits “0” in the $i$th row and select available agents from $A - C_i$ with the required resources to join $C_i$ until $\forall k \in \{1, \ldots, r\}$, $b_{kj}^C = d_k^i$.

The pseudo-code of the TOH is presented in Fig. 4. It can be observed that before adjusting $C_i$ for $t_i$, we first evaluate whether the residual resources of agents can satisfy the needs of $t_i$ to avoid the useless repair operations and possible infinite loop that occurs in AOH. Beyond that, $a_j$ will join $C_i$ only if $a_j$ has the available residual resources required by $t_i$, which can effectively prevent conflicts over agents’ resources. Moreover, once $a_j$ is evaluated to be available for $t_i$, $a_j$ will do its utmost to contribute its residual resources to $t_i$. On the contrary, in AOH each agent $a_j$ tries to contribute as few resources as possible to $t_i$. Therefore, TOH is good at maximizing the utilization rate of agents’ resources, reducing the size of $C_i$, and thus increasing the value of $C_i$. Finally, it is clear that in the OCS repaired by TOH no unassigned task can be satisfied by the residual resources of agents, so by Theorem 6, we know that TOH can make the created OCS reach as close as possible to the optimal.

On the other hand, it should be noted that in TOH each infeasible coalition is repaired in a random manner. The reason is that MHAs are easy to fall into local optimum, especially dealing with huge amount of data [43]. Repairing agents and coalitions randomly in an individual can maintain diversity in the population to a certain extent and make the MHAs escape from the local optima and explore solutions as fully as possible [43].

In addition to the above, we now further analyze the difficulty of repairing an individual in TOH and whether the corresponding OCS can be repaired to be feasible. We have the following results.

**Theorem 8:** The worst case complexity of the TOH for individual repairs is $O(m \times n \times r)$.

**Proof:** See Fig. 4. In TOH at most $m$ rows (or tasks) are checked. Once a row $i$ is selected, we first need to evaluate whether the total residual resources of all the $n$ agents can satisfy the needs of $t_i$. Because each type of resources needs to be checked, the number of operations required for the evaluation is $O(n \times r)$. If $\exists k \in \{1, \ldots, r\}$, $\sum_{j=1}^{n} p_{kj}^i < d_k^i$, there are at most $n$ bits “1” that may be set to “0”. If $\forall k \in \{1, \ldots, r\}$, $\sum_{j=1}^{n} p_{kj}^i \geq d_k^i$, there are at most $n$ bits “1” that may be evaluated. For each $\delta_{ij} = 1$, we need to reuse all the $r$ types of resources to estimate $W_{ji}$. As a result, the number of operations required to evaluate bits “1” in the $i$th row is $O(n \times r)$. After that, if $\exists k \in \{1, \ldots, r\}$, $\sum_{j=1}^{n} p_{kj}^i < d_k^i$.
still holds, we need to select at most \( n \) agents to help \( C_i \). Since at most \( r \) types of resources should be checked, the number of operations required to select available agents is also \( O(n \times r) \). To sum up, the worst case complexity of the TOH is \( O(m \times (n \times r + n + n \times r + n \times r)) \), namely, \( O(m \times n \times r) \).

**Theorem 9**: Any individual can be repaired to contain a feasible OCS by TOH.

**Proof**: We show the implications separately. We first prove that there certainly exists a feasible OCS in an individual after it is repaired. Next, we prove that the final OCS repaired by TOH is feasible.

In TOH \( t_i \) can be assigned only if the resource needs of \( t_i \) can be satisfied by the total residual resources of all the agents, namely, \( \forall k \in \{1, \ldots, r\}, \sum_{j=1}^{n} p_{ij}^k \geq d_{ik} \). For each feasible coalition \( C_i \) and each assigned task \( t_i \) in the repaired individual, we set \( C^+ = \bigcup_{i=1}^{m} C_i \) and \( T^+ = \bigcup_{i=1}^{m} \{t_i\} \). Then, it is clear that \( C^+ \) and \( T^+ \) satisfy (13). According to Theorem 5, we obtain that there certainly exists a feasible OCS on the basis of TOH.

On the other hand, as long as \( \forall k \in \{1, \ldots, r\}, \sum_{j=1}^{n} p_{ij}^k \geq d_{ik}, C_i \) will be formed to carry out \( t_i \); otherwise, \( C_i = \emptyset \). Additionally, each agent \( a_j \) will not join \( C_i \) unless \( a_j \) has the residual resources required by \( t_i \). Hence, according to (15), we can easily obtain that each feasible coalition \( C_i \) for \( t_i \) in an individual satisfies (3) and each \( a_j \) that has joined tasks satisfies (4). That is, the repaired OCS is feasible.

**V. Empirical Results**

To verify the proposed TOH, we now present empirical results against AOH on the basis of three popular binary MHAs: genetic algorithm (GA) [35], BPSO [39], and binary differential evolution (BDE) [45]. To make the comparisons as fair as possible, we adopt the basic algorithmic parameters of GA, BPSO, and BDE that were recommended in [35], [39], [45]. In common, the population size is 30 and the maximal generation number is 500. Additionally, the crossover and mutation probabilities in GA are 0.9 and 0.1, respectively; in BPSO, the two learning factors are both set to 2.0 and the maximal velocity of each particle is 5.0; in BDE, the crossover and mutation rates are 0.25 and 1.0, respectively.

Particularly, we test TOH and AOH in the following three classical experimental environments:

- The relaxed environment where the sum of the available resources of all agents is more than the sum of the required resources of all tasks, namely, \( \sum_{j=1}^{n} b_{ik}^j > \sum_{i=1}^{m} d_{ik} \), \( k \in \{1, \ldots, r\} \).
- The harsh environment in which the sum of the available resources of all agents is smaller than the sum of the required resources of all tasks, namely, \( \sum_{j=1}^{n} b_{ik}^j < \sum_{i=1}^{m} d_{ik} \), \( k \in \{1, \ldots, r\} \).

Following the studies in [26], [35], [39], we generate every OCF instance randomly in the above three experimental environments according to the range of parameters listed in Table I. Beyond that, each OCF instance is tested repeatedly for 30 independent runs with different random seeds on a PC with Intel 2.50 GHz CPU and 10 GB of RAM.

**A. Impact of the Repair Operations**

In the process of individual repairs, setting bits “0” to “1” (i.e., selecting available agents to join a coalition \( C_i \)) will increase the size of \( C_i \), bring extra communication cost, and thus decrease the value of \( C_i \). In contrast, setting bits “1” to “0” (i.e., wrinkling unavailable agents out of \( C_i \)) will reduce the size of \( C_i \) and thus increase the value of \( C_i \). It is clear that the repair operations will affect the value of the created

**Table I**

<table>
<thead>
<tr>
<th>( d_{ik} )</th>
<th>( \mu_i )</th>
<th>( b_{ik} )</th>
<th>( \pi_{ij} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.100]</td>
<td>[50.10000]</td>
<td>[0.10]</td>
<td>[0.10]</td>
</tr>
</tbody>
</table>

**Table II**

<table>
<thead>
<tr>
<th>Instance</th>
<th>GA</th>
<th>BPSO</th>
<th>BDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.1</td>
<td>0.39±0.01</td>
<td>0.37±0.00</td>
<td>0.37±0.01</td>
</tr>
<tr>
<td>No.2</td>
<td>0.47±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.04</td>
</tr>
<tr>
<td>No.3</td>
<td>0.45±0.03</td>
<td>0.47±0.04</td>
<td>0.47±0.05</td>
</tr>
<tr>
<td>No.4</td>
<td>0.50±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.5</td>
<td>0.49±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.6</td>
<td>0.51±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.7</td>
<td>0.54±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.8</td>
<td>0.49±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.9</td>
<td>0.49±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.10</td>
<td>0.48±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.11</td>
<td>0.49±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.12</td>
<td>0.49±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.13</td>
<td>0.52±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.14</td>
<td>0.51±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.15</td>
<td>0.52±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.16</td>
<td>0.46±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.17</td>
<td>0.51±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.18</td>
<td>0.56±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.19</td>
<td>0.52±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.20</td>
<td>0.53±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.21</td>
<td>0.53±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.22</td>
<td>0.49±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.23</td>
<td>0.54±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.24</td>
<td>0.53±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.25</td>
<td>0.54±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.26</td>
<td>0.55±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.27</td>
<td>0.57±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
<tr>
<td>No.28</td>
<td>0.57±0.04</td>
<td>0.47±0.04</td>
<td>0.47±0.06</td>
</tr>
</tbody>
</table>

**Mean Run Time (±95% Confidence Interval of the Mean, in Seconds) Consumed by TOH and AOH with Different Instances in the Relaxed Environment**
OCS. Therefore, in the first experiment we analyze the impact of the repair operations in TOH and AOH.

Now, in terms of 20 agents (i.e., \( n = 20 \)), 5 tasks (i.e., \( m = 5 \)), and 5 resources (i.e., \( r = 5 \)), we generated 30 different test instances randomly on the basis of the pre-defined intervals in Table I, considering the relaxed, the tight, and the harsh environments, respectively. Moreover, for the generated instances, there are more than two levels of the relaxed and harsh environments.

Fig. 5 shows the average numbers of the repair operations executed by TOH and AOH in GA, BPSO, and BDE. It can be observed that in both the relaxed and tight environments, the numbers of the repair operations required by TOH are much smaller than those required by AOH. In the harsh environment, the possible resource conflicts occur more often, so AOH fell easily into an infinite loop, while TOH executed less than 600,000 repair operations in each search algorithm. Like what we had initially expected, on average, TOH required far fewer repair operations in all the 90 OCF instances. The reason is that on the basis of (15), TOH can make each agent contribute the most amounts of its resources to a coalition, which reduces the chance of other agents joining the coalition. On the contrary, AOH makes each agent contribute the least amounts of its resources to a coalition, so AOH has to select a number of other available agents to join the coalition for satisfying the corresponding task.

The above observations also imply the efficiency of TOH in comparison with AOH. Specifically, Tables II-IV show the mean run time (±95% confidence interval of the mean [46], in seconds) consumed by TOH and AOH with different instances in the three environments. Note that here for fairness, we only count the total time consumed by TOH and AOH rather than the total running time of the search algorithm. As can be seen from Tables II-IV, TOH consumed less time than AOH on all the 90 OCF instances. Note that in the harsh environment AOH fell into an infinite loop, because no available agent could be selected to join an infeasible coalition when some members exited from the coalition. In contrast, TOH has a clear way to avoid impossible tasks by estimating the total amount of the residual resources of all the agents.

Tables V-VII show the coalition structure values (mean and standard deviation) obtained by TOH and AOH with different instances in the three environments. It can be found that the coalition structure values obtained by TOH are higher than
those obtained by AOH on all the 90 OCF instances. Moreover, we used the Wilcoxon rank-sum test [47] at a 0.05 significance level to measure the significance of the differences between the results obtained by TOH and AOH. We found that all the differences between TOH and AOH are highly significant in both the tight and the harsh environments. Particularly, in the harsh environment TOH still obtained considerable coalition structure values, while AOH failed in exploration for the reason that all the AOH entries are not available.

To summarize, in the relaxed environment TOH is slightly better than AOH, but in both the tight and the harsh environments, TOH significantly outperforms AOH on the runtime and the coalition structure value. The repair operations in TOH are simple and effective, can present clear heuristic information, and enable GA, BPSO, and BDE to explore high-value overlapping coalitions quickly.

B. Impact of the Problem Size

AOH does not work in the harsh environment. Hence, here we consider the impact of the problem size (i.e., different numbers of agents, tasks, and resources) to further show the differences between TOH and AOH in both the relaxed and the tight environments. Theorem 7 shows that AOH is more sensitive to the values of \(n\) and \(r\) than the value of \(m\). In addition, Theorem 8 implies that TOH is not sensitive to the values of \(m\), \(n\), and \(r\). To verify the theoretical results in Theorems 7 and 8 and discuss the potential application scenarios of the AOH and TOH, in this section we tested the impact of one factor with the other factors fixed and taken small values. This test method was used in [26], [29], [39] to reduce the interference of the other factors over the experimental results, when one factor was evaluated. The reason is that if all the testing instances are generated with random values of \(m\), \(n\), and \(r\), it is not known which factors contribute to the change of the experimental results.

1) Different numbers of agents: First of all, we evaluated the performance of the TOH and AOH with different numbers of agents (i.e., \(n\), ranging from 30 to 100) and the fixed numbers of tasks and resources (i.e., \(m = 5\) and \(r = 5\)).

Fig. 6 shows the average time consumption (in seconds) of TOH and AOH for different numbers of agents. To verify the theoretical results in Theorems 7 and 8 and discuss the potential application scenarios of the AOH and TOH, in this section we tested the impact of one factor with the other factors fixed and taken small values. This test method was used in [26], [29], [39] to reduce the interference of the other factors over the experimental results, when one factor was evaluated. The reason is that if all the testing instances are generated with random values of \(m\), \(n\), and \(r\), it is not known which factors contribute to the change of the experimental results.

2) Different environments: In this experiment, we tested TOH and AOH in the same time consumption (in seconds) of TOH and AOH for different environments. In the relaxed environment TOH took less than 38% and 43% of the time consumed by AOH when \(n = 30\) and \(n = 100\), respectively. In the tight environment, TOH took less than only 20% and 11% of the time when \(n = 30\) and \(n = 100\), respectively. The above observations imply that AOH is very sensitive to \(n\) in the tight environment, which coincides with the results in Theorem 7.

### Table III

**Mean Run Time (±95% Confidence Interval of the Mean, in Seconds) Consumed by TOH and AOH with Different Instances in the Tight Environment**

<table>
<thead>
<tr>
<th>Instance</th>
<th>GA</th>
<th>BPSO</th>
<th>BDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOH</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table IV

**Mean Run Time (±95% Confidence Interval of the Mean, in Seconds) Consumed by TOH with Different Instances in the Harsh Environment**

<table>
<thead>
<tr>
<th>Instance</th>
<th>GA</th>
<th>BPSO</th>
<th>BDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOH</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

...
This is because in the tight environment, AOH has to check with the increase of AOH.

amount of repeated and redundant operations are produced, of GA, BPSO, and BDE may weaken gradually in high-

The relaxed environment the coalition structure values given join coalitions to accomplish all the given tasks, and with

is bounded, which results in the continuous increase of the resources are fixed and thus the total communication cost

by TOH and AOH for different m respectively. In the tight environment, TOH took less than

m, ranging from 10 to 45).

It can be found that with the increase of m, TOH and AOH increases slowly. For example, in the relaxed environment TOH took less than 65% and 57% of the time consumed by AOH when m = 10 and m = 45, respectively. In the tight environment, TOH took less than 36% and 52% of the time when m = 10 and m = 45, respectively. The above observations reflect that neither of TOH and AOH is sensitive to m. The reason is that in both TOH and AOH checking each row is relatively simple and the potential resource conflicts occur only in each column.

Fig. 9 shows the average time consumption in (seconds) of the TOH and AOH for different m. It can be observed that although TOH is always faster than AOH, the difference between TOH and AOH increases slowly. For example, in the relaxed environment TOH took less than 65% and 57% of the time consumed by AOH when m = 10 and m = 45, respectively. In the tight environment, TOH took less than 36% and 52% of the time when m = 10 and m = 45, respectively. The above observations reflect that neither of TOH and AOH is sensitive to m. The reason is that in both TOH and AOH checking each row is relatively simple and the potential resource conflicts occur only in each column.

Fig. 9 shows the average time consumption in (seconds) of the TOH and AOH for different m. It can be found that with the increase of m, the average coalition structure values obtained by both TOH and AOH decrease slowly with the increase of n. An explanation is that the number of possible coalitions is $2^n - 1$ [31], and with the increase of n, the search abilities of GA, BPSO, and BDE may weaken gradually in high-dimensional spaces [43].

2) Different numbers of tasks: Here, given fixed numbers of agents and resources (i.e., n = 20 and r = 5), we tested the performance of the TOH and AOH for different numbers of tasks (i.e., m, ranging from 10 to 45).

Fig. 8 depicts the average time consumption (in seconds) of the TOH and AOH for different m. It can be observed that although TOH is always faster than AOH, the difference between TOH and AOH increases slowly. For example, in the relaxed environment TOH took less than 65% and 57% of the time consumed by AOH when m = 10 and m = 45, respectively. In the tight environment, TOH took less than 36% and 52% of the time when m = 10 and m = 45, respectively. The above observations reflect that neither of TOH and AOH is sensitive to m. The reason is that in both TOH and AOH checking each row is relatively simple and the potential resource conflicts occur only in each column.
coalition structure value obtained by TOH is higher than that obtained by AOH. In the relaxed environment the difference between TOH and AOH is slight when $m$ is reasonably small. However, with the increase of $m$, the difference also increases. An explanation is that when $m$ is small, each task can be easily satisfied by agents’ sufficient resources, so the effect of the repair heuristic is limited. On the other hand, the increase of $m$ reduces the gap between agents’ total resources and tasks’ required resources, while the exploration ability of TOH in the harsh situation is stronger than that of AOH.

3) Different numbers of resources: Finally, given the fixed numbers of agents and tasks (i.e., $n = 20$ and $m = 5$), we analyzed the performance of the TOH and AOH for different numbers of resources (i.e., $r$, ranging from 10 to 45).

Fig. 10 illustrates the average time consumption (in seconds) of the TOH and AOH for different $r$. As can be seen from Fig. 10, whether in the relaxed or tight environment, TOH is much faster than AOH and the gap between TOH and AOH keeps widening with the increase of $r$. For example, in the relaxed environment TOH took less than 37% and 29% of the time consumed by AOH when $r = 10$ and $r = 45$, respectively. In the tight environment, TOH took less than only 21% and 18% of the time when $r = 10$ and $r = 45$, respectively. The above observations indicate that AOH is very sensitive to $r$, which is in line with the computational complexity results in Theorem 7.

Fig. 11 shows the average coalition structure values obtained by TOH and AOH for different $r$. It can be observed that with the increase of $r$, the difference between TOH and AOH increases greatly in both the relaxed and the tight environments. Particularly, in the tight environment when $r \geq 30$, AOH failed in exploring feasible coalitions, but TOH still obtained high coalition structure values. The reason for this is that in AOH each agent has to use as few resources as possible when it is selected to join a coalition, and thus AOH needs to select many alternative members to satisfy the corresponding task. On the contrary, in TOH each agent is expected to do its utmost to contribute its residual resources to a coalition. Accordingly, with the increase of $r$, a coalition obtained by AOH will contain more members, which results in a lot of extra commutation cost and thus a sharp decrease of the coalition structure value.

On the whole, the reliability and effectiveness of the AOH and TOH are validated from the empirical results on the basis of different numbers of agents, tasks, and resources in both the relaxed and the tight environments. We find that the coalition structure value in OCF is closely related to the numbers of agents and tasks, but has little relation with the number of resources.

The proposed TOH is feasible and efficient no matter how $n$, $m$, and $r$ change, which justifies the utility of TOH in practice, especially in large-scale domains. Specifically, when the number of agents or resources is big, TOH is far more effective than AOH no matter whether on the coalition structure value or on the time consumption. This indicates that TOH can support stronger heuristic information to guide the evolution of the MHAs. On the contrary, AOH is sensitive to $n$ and $r$. When there are too many agents or resources, the performance of the AOH will decrease much. Yet, one bright spot for AOH is that it was affected insignificantly by the growing numbers of tasks. Accordingly, AOH may be serviceable in special scenarios where there are a large number of tasks but few agents and resources.

VI. CONCLUSION

Coalition structure generation is one of the most important challenging problems in multi-agent systems [6]. Apart from the traditional non-overlapping coalition formation, very little work exists on generation of overlapping coalitions. This is because the search space of overlapping coalitions is far larger than that of non-overlapping coalitions [20]. In this paper, we discussed OCF in resource-constrained and subadditive task oriented domains and examined the complexity of the overlapping coalition structure generation (OCSG) problem. After that, to uncover the overlapping coalition structure, we proposed a generic task-oriented heuristic (called TOH) which can be imbedded in binary meta-heuristic algorithms. Through extensive comparative experiments on the basis of GA, BPSO, and BDE in the relaxed, tight, and harsh environments with varied numbers of agents, tasks, and resources, respectively, the proposed TOH is shown to be promising in solving the OCSG problem.
However, although TOH based GA, BPSO, and BDE return high-value overlapping coalitions quickly, they do not provide any guarantee on finding the optimal. This leads two main avenues in our future work. On one hand, there is a need to verify whether the proposed TOH is able to help GA, BPSO, and BDE establish a bound from the optimal. This can borrow the analytical method in [32] to show the approximation performance of TOH based GA, BPSO, and BDE in terms of how close the overlapping coalition structure obtained is to the optimal. On the other hand, perhaps one of the most promising directions is to combine the proposed TOH with the state-of-the-art dynamic programming algorithm for non-overlapping coalition structure generation which guarantees to find the optimal in $O(3^n)$ time [6].
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Fig. 8. The average time consumption (in seconds) of the TOH and AOH with different numbers of tasks.

Fig. 9. The average coalition structure values obtained by TOH and AOH with different numbers of tasks.
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