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1 INTRODUCTION

The approach Dycom managed to drastically reduce the number of Within-Company (WC) projects used for training while maintaining or slightly improving predictive performance in comparison with WC models [10]. It is the only Cross-Company (CC) approach able to achieve that while treating the online learning nature of the SEE problem, i.e., the fact that new projects arrive over time and that SEE models must be able to adapt to any changes that could affect the effort required to develop software projects.

In order to use CC projects for SEE, Dycom splits the CC projects into different subsets according to their productivity. Specifically, pre-defined productivity thresholds are used to decide the number of CC subsets and their composing projects. As each subset contains projects within the same productivity range, each subset is expected to contain projects that are more homogeneous to each other. These subsets are thus used to create different CC SEE models. Mapping functions are then learned to dynamically map the estimations given by the CC models to estimations reflecting the current context of a given company. These mapping functions are learned by using a small number of WC projects received over time.

However, it is unclear how the CC splits affect Dycom’s predictive performance. In order to better inform the use of Dycom, it is important to know how sensitive it is to different choices of CC splits. This report explains experiments done to investigate the impact of the CC splits on Dycom’s performance. It answers the following research question:

RQ1 - What is the impact of the choice of CC splits on Dycom’s predictive performance?

2 DATABASES

The databases used in the experiments for the analysis are the same as the ones used in Dycom’s original paper [10]. Part of their descriptions is transcribed here to make this paper more self-contained. The key difference between the use of these databases in Dycom’s original [10] and current paper is that the former fixed the CC subsets based on specific thresholds. The current paper will investigate different CC splits, as explained in sections ?? and 3.

Five different databases were used: KitchenMax, CocNasaCoc81, ISBSG2000, ISBSG2001 and ISBSG. These include both data sets derived from the former PROMISE Repository [1] (now SEACRAFT Repository [2]) and the ISBSG Repository [5]. Each database contains a WC data set and a CC data set.

2.1 KitchenMax

The database KitchenMax is composed of Kitchenham and Maxwell, which are two SEE data sets available from the PROMISE Repository. Kitchenham’s detailed description can be found in [6]. It comprises 145 maintenance and development projects undertaken between 1994 and 1998 by a single software development company. Maxwell’s detailed description can be found in [12]. It contains 62 projects from one of the biggest commercial banks in Finland, covering the years 1985 to 1993 and both in-house and outsourced development. In order to make these data sets compatible, a single input attribute (functional size) was used. Still, Maxwell uses functional size, whereas Kitchenham uses adjusted functional size. An appropriate mapping function should be able to overcome this problem. There were no functional size attribute values missing. The output attribute is the effort in person-hours.

Kitchenham was considered as the WC data, and was sorted according to the actual start date plus the duration. This sorting corresponds to the exact completion order of the projects. Maxwell’s projects were considered as the CC projects. Figure 1a shows the productivity of the CC projects in terms of effort divided by size, which is used by the original Dycom to create the CC subsets.

2.2 CocNasaCoc81

The database CocNasaCoc81 is composed of Cocomo Nasa and Cocomo 81, which are two SEE data sets available from the PROMISE Repository. Cocomo Nasa contains 60 Nasa projects from 1980s-1990s and Cocomo 81 consists of the 63 projects analysed by Boehm to develop the software cost estimation model COCOMO [3] first published in 1981. Both data sets contain 16 input attributes (15 cost drivers [3] and number of lines of code) and one output attribute (software effort in person-months). Cocomo 81 contains an additional input attribute (development type) not present in Cocomo Nasa, which was thus removed. These data sets contain no missing values.

Cocomo Nasa’s projects were considered as the WC projects and Cocomo 81’s projects were considered as the CC projects. The productivity of the CC projects is shown in figure 1b. Cocomo Nasa provides no information on whether the projects are sorted in chronological order. The original order of the Cocomo Nasa projects was preserved in order to simulate the WC projects’ chronology. Even though this may not be the true chronological order, it is still useful to evaluate whether approaches are able to make use of mapped CC models when/if they are beneficial.
2.3 ISBSG Databases

Three SEE databases were derived from ISBSG Release 10, which contains software project information from several companies. Information on which projects belong to a single company for composing a WC data set have been provided to us upon request. The databases are:

- ISBSG2000 – 119 WC projects implemented after the year 2000 and 168 CC projects implemented up to the end of year 2000.
- ISBSG2001 – 69 WC projects implemented after the year 2001 and 224 CC projects implemented up to the end of year 2001.
- ISBSG – no date restriction to the 187 WC and 826 CC projects, meaning that CC projects with implementation date more recent than WC projects are allowed. This data set can be used to simulate the case in which it is known that other companies can be more evolved than the single company analysed.

Information on how these databases were preprocessed can be found in [8] and is not included here due to space limitations. Four input attributes (development type, language type, development platform and functional size) and one output attribute (software effort in person-hours) were used. The WC projects were sorted based on the implementation date to compose a stream of incoming projects. Figures 1c, 1d and 1e show the productivities of the CC projects of these databases.

3 EXPERIMENTAL SETUP

Dycom algorithm was analysed with different CC splits. A baseline WC approach was also used in order to complement the analysis. The experiments followed the experimental setup from the paper proposing Dycom [10]. In particular, Regression Trees (RTs) were used as Dycom’s base learners. As explained in [10], RTs were chosen because they are local approaches, where estimations are based on the projects that are most similar to the project being predicted. This can help dealing with the heterogeneity within each data set, making RT’s predictive performance competitive in comparison with several other SEE approaches [9]. The approaches used to answer the research questions were the following:

- **Dycom**: Dycom was used with RTs as the CC and WC models with $p = 10$, i.e., a new WC training project was provided only at every 10 time steps. So, Dycom uses only 10% of the WC projects for training, as in [10]. Whenever a new WC training project was made available, the WC RT used by Dycom was rebuilt from scratch using all WC training projects so far. Minku and Yao [10] suggested that the CC splits are created in such a way that different CC subsets have similar size. Therefore, different CC splits were created in the following way. Given a desired number of CC subsets $k$, productivity thresholds were set to the values that lead to $k$ CC subsets with the same number of projects. Least productive CC subsets may have one project less than the most productive CC subsets if the total number of CC projects is not a multiple of the number of CC subsets. The experiments used the RT implementation REPTree provided by WEKA [4], where splits are created so as to minimise the variance of the targets of the training projects in the nodes.
- **RT [10]**: RTs were created to reflect WC online learning, forming a baseline for the analysis. Whenever a new WC training project was provided, the current RT was discarded and a new RT was trained on all projects so far. This approach considers that all WC completed projects contained known true effort, i.e., every time step received a WC training project. Therefore, it uses ten times more WC training projects than Dycom and Clustering Dycom.

The parameters of all approaches have been set to the same values as in previous work [10], except for the number of CC subsets $M$, which varied between 1 and 6 in order to investigate the impact of the CC subsets on Dycom’s predictive performance.

As in [10], at each time step, the performance on the next ten WC projects was evaluated based on Mean Absolute Error (MAE) and Standardised Accuracy (SA). The equations to calculate these measures are the following, where $T$ is the number of projects used for evaluating the performance, $y_i$ is the actual effort for the project $i$, and $\hat{y}_i$ is the estimated effort for project $i$:

$$
\text{MAE} = \frac{1}{T} \sum_{i=1}^{T} |y_i - \hat{y}_i|;
$$

$$
\text{SA} = \left(1 - \frac{\text{MAE}_{guess}}{\text{MAE}}\right) \cdot 100,
$$

where $\text{MAE}$ is the MAE of the approach being evaluated and $\text{MAE}_{guess}$ is the MAE of 1000 runs of random guess. Random guess is defined as uniformly randomly sampling the true effort over all the WC projects received up to the current time step. Therefore, it has access to the same number of WC training projects as RT, which is 10 times higher than the number of WC projects used by Dycom and Clustering Dycom.

![Figure 1: CC projects’ productivities (effort divided by size). Projects are sorted from the most productive to the least productive.](image)
MAE has been recommended by [13] for being unbiased towards under or overestimations. SA is an unbiased measure that allows for interpretability – it is viewed as the ratio of how much better an approach is than random guess [13]. So, it can be used to give a better idea of the magnitude of the differences in performance. Mean Magnitude of the Relative Error (MMRE) and percentage of predictions within 25% of the actual value (PRED(25)) have not been used because they are biased towards underestimations [13] and could lead to misleading conclusions. The comparisons involving MAE have been supported by Wilcoxon Sign-Rank tests and A12 effect size [15], which are both non-parametric. As suggested by Vargha and Delaney, A12 of 0.50 indicates no difference, up to 0.56 indicates a small difference, up to 0.64 indicates medium and over 0.71 indicates large difference. Wilcoxon and A12 have not been used for comparing SA because SA is an interpretable equivalent of MAE.

The original Dycom and Clustering Dycom with Hierarchical Clustering were run a single time for each data set, as they are deterministic when using deterministic RTs. When using K-Means and EM, Dycom was run 30 times, and the MAE obtained at each time step was averaged across these 30 runs.

4 THE IMPACT OF THE NUMBER OF CC MODELS ON DYCOM

This section investigates the impact of the choice of CC splits on Dycom’s predictive performance (RQ1). For that, we compare the predictive performance obtained by Dycom using six different CC splits, generated as explained in section 3. Table 1 shows the MAE and SA obtained by the baseline RT and by Dycom with different numbers of CC subsets. Wilcoxon Sign Rank tests were performed to test the null hypothesis H0 that there is no difference between the MAE of a given approach and the MAE of the top ranked approach, and the alternative hypothesis H1 that there is a difference. Holm-Bonferroni corrections were adopted to account for multiple comparisons, at an overall level of significance of 0.05. The effect size A12 for the comparisons is also shown.

As we can see from table 1, the predictive performance usually varies significantly depending on the number of CC subsets used by Dycom. In the cases where the null hypothesis H0 is rejected, the effect size A12 varied from 0.53 (very small effect size) to 0.87 (large effect size). Therefore, a good choice of CC split can considerably improve Dycom’s MAE.

It is noteworthy that the default number of three CC subsets used in Dycom’s original paper [10] was the best for only one database (ISBSC2001). This means that the competitive MAE obtained in that paper can be further improved by appropriately tuning the number of CC subsets. In particular, the best number of CC subsets enables Dycom to achieve significantly better MAE than RT. The magnitude of improvements varies from 7.4 units of SA for ISBSG to 30.86 units of SA for ISBSC2001. This means that Dycom can not only enable companies to use much less WC training projects, but can also lead to good improvements in MAE.

However, in a few cases, a bad choice of CC split led to considerably worse MAE (or SA) than the baseline RT. In particular, the SA of a given choice of CC split was more than 10 units worse than that of RT in 7 cases out of 30 (CocNasaCoc81 with 1, 3, 4, 5 and 6 CC subsets, and ISBSG with 1 and 5 CC subsets).

We have also found that, when using a split of 3 CC subsets herein, Dycom’s MAE was 874. This value is much larger than...
the MAE of 162 obtained in [10] when using slightly different thresholds for the splits into 3 CC subsets. A closer look reveals that Dycom’s MAE is worsened when the 20th most productive project is placed together with other highly productive projects, rather than with projects of medium productivity. Figure 1b does not provide any evidence of this project being an outlier among other highly productive projects. Figure 2 shows the separate size and effort of this project in comparison with the medium and highly productive projects. It does not provide any evidence of this project being an outlier either.

The fact that a bad choice of CC split can lead to worse performance than RT’s MAE, and that it is difficult to manually identify outlier projects that could significantly affect predictive performance, motivates the investigation of whether clustering methods could help to decide on a good CC split.

5 CONCLUSIONS
The choice of CC split has a significant impact on Dycom’s predictive performance. A good choice can improve Dycom’s predictive performance over the results published in [10]. A poor choice can worsen it. It would be desirable to have a method to automatically decide on a good CC split.
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