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1 Introduction

Learning techniques can be usefully grouped by the type of feedback that is available to the learner. A commonly drawn distinction is that between supervised and unsupervised techniques. In supervised learning a teacher gives the learner the correct answers for each input example. The task of the learner is to infer a function which returns the correct answers for these exemplars while generalising well to new data. In unsupervised learning the learner’s task is to capture and summarise regularities present in the input examples. Reinforcement learning (RL) problems fall somewhere between these two by giving not the correct answer, but an indication of how good an answer is. The learner’s task in this framework is to learn a function that produces answers that maximise the goodness of its answers.

Most commonly in RL we are concerned with an agent acting in an environment, where the principal form of feedback is a measure of immediate performance, and the goal of the agent is to learn to act so as to maximise some long term measure of performance based on this. There are further important differences between this and typical problems in supervised or unsupervised learning. Because the agent is learning how to act, the actions it selects while it is learning affect the examples it sees in the future. Furthermore, the outcomes of actions are not certain so that the agent cannot select its next experience, only influence it. We concentrate on RL problems with both these characteristics in this chapter. The RL framework as described here is suited in some respects to studying problems properly characterised as involving on-going interaction: such as those in robotics, animal learning, optimal foraging, and optimal learning.

There is a comprehensive body of mathematics for modelling agent-environment interactions that are stochastic. It is this that underpins current work in RL and while it has been set out previously elsewhere (see [32,12,21,4]) this chapter summarises the main results and algorithms. The environment-agent interaction is typically modelled as a Markov decision process (MDP), or a partially observable MDP (POMDP) in which the agent observes and controls the process. I shall describe methods for prediction and control in both known and unknown MDPs. The prediction problem is the problem of inferring the long term behaviour of the process in terms of reward, and the control problem is that in which we must determine which actions maximise the agent’s performance. Solution methods can be seen as falling into three categories, policy modification techniques, value function based techniques, and model based techniques. I have not made any
assumptions in terms of mathematical knowledge other than a grasp of basic probability theory.

2 Markov Processes

Markov Processes are a form of stochastic process, and a stochastic process is simply a sequence of random events. Stochastic processes can be used to model many phenomena: the motion of particles in a liquid or gas; the fluctuations of the stock market; the motion of a robot; or the sequence of moves in a game of chance like backgammon or cards. We are concerned here with random processes that evolve in discrete time, and which have a countable number of outcomes. As an example let us imagine a frog in a pond full of lily pads. The lily pads are the outcomes (or states) of our process. The frog hops from pad to pad at regular intervals, and which pad it jumps to next is uncertain. We can describe this mathematically.

In a discrete stochastic process like this we take the random variable \( X_t \) to denote the outcome at the \( t^{th} \) stage or time step. The stochastic process is defined by the set of random variables \( \{X_t, t \in T\} \), where \( T = \{0, 1, 2 \ldots\} \) is the set of possible times. The domain of \( X_t \) is the set of possible outcomes denoted \( \mathcal{S} = \{s_1, s_2, \ldots, s_{|\mathcal{S}|}\} \). In the general case the outcome at time \( t \) is dependent on the prior sequence of outcomes \( x_0, x_1, \ldots, x_{t-1} \). The likelihood of the outcome at time \( t \) being \( s_j \) is therefore written:

\[
\Pr(X_t = s_j | x_{t-1} \land x_{t-2} \land \ldots \land x_0)
\]

A process can be said to be an independent process if the outcome at each time \( t \) is independent of the outcomes at all prior stages:

\[
\Pr(X_t = s_j | x_{t-1} \land x_{t-2} \land \ldots \land x_0) = \Pr(X_t = s_j)
\]

A Markov process weakens this independence assumption minimally by requiring that the outcome at time \( t \) is independent of all events prior to \( t - 1 \):

\[
\Pr(X_t = s_j | X_{t-1} = s_i) = \Pr(X_t = s_j | X_{t-1} = s_i) \quad (3)
\]

Equation 3 is known as the Markov property. The probability \( \Pr(X_t = s_j | X_{t-1} = s_i) \) can be regarded as a transition probability from the outcome \( s_i \) at \( t - 1 \) to the outcome \( s_j \) at time \( t \). We use the following shorthand to denote the probability of the transition from state \( s_i \) to \( s_j \):

\[
p_{ij} = \Pr(X_t = s_j | X_{t-1} = s_i) \quad (4)
\]

Given the current state of a Markov chain and its transition probabilities we can predict its behaviour any number of steps into the future. The transition probabilities are represented in the form of a transition matrix, \( \mathbf{P} \), the \( i,j \)th
element of which is \( p_{ij} \). We also define a probability distribution across the starting states (i.e. when \( t = 0 \)), denoted by the row vector \( x_0 = [\Pr(X_0 = s_1) \ldots \Pr(X_0 = s_n)] \), where \( n \) is the number of states. I denote the probability distribution across \( S \) at any time \( t \) by \( x_t \). Given \( x_0 \) and \( P \), \( x_t \) can be expressed elegantly as the product:

\[
x_t = x_0 \cdot P^t
\]  

(5)

The significance of this is that the study of the state of the process \( n \) steps into the future is the study of the \( n^{th} \) power of the transition matrix. It is worth noting for practical purposes that the notion of the future behaviour of the process being dependent solely on the current state of the process is a representational device. Processes whose future behaviour relies on knowing some or all of the process history can be made to satisfy the Markov property by including sufficient record of that history in the description of the current state. This may be expressed in the following manner. If the description of the state at time \( t \) is denoted by the column vector \( \kappa_t \) then we can denote the supplemented description of the current state by the concatenation of two vectors

\[
\kappa'_t = [\kappa_t^T \cdot f(\kappa_{t-1} \ldots \kappa_{t-k})]^T
\]  

(6)

where \( T \) means transposition and \( f(.) \) is a function summarising the process history in the form of a new vector from states as far back in time as necessary, here \( k \) steps. In many cases the additional information may not add excessively to the length of the state description. If for example, we wish to predict the trajectory of a ball thrown through the air, then we use first and second order derivatives of position to summarise the history of the process necessary for the prediction of the future. If we use this information to control a process then we say that the controller has state. One of the primary problems with optimization methods relying on the Markov assumption is that we do not always know how much information it is necessary to supplement the description of the current state with. This is referred to as the question of how much state to include in the controller. State that is not directly observable by an agent is referred to as hidden state.

It can, however, be seen that this ability in principle to represent any stochastic process as a Markov process is a potentially powerful one. The inferential power gained is achieved by the way the Markov property separates the past and the future. The necessary history of the process is encapsulated in the description of the current state and this state completely determines future behaviour. We will now outline Markov decision processes.

### 2.1 Markov Decision Processes

We have said previously that we are interested in problems where the agent can select an action at each step to influence the evolution of the process. To incorporate this the finite state, discrete-time Markov chain model needs to be extended by making the transition matrix at time \( t \) depend on an action \( a_t \)
chosen at that time. The set of possible actions may vary from state to state so we write,

- \( \mathcal{A} \) for the set of possible actions across all states
- \( \mathcal{A}_x \subseteq \mathcal{A} \) for the set of actions allowable in state \( x \).

The transition probabilities that depend on the action chosen are denoted \( p_{ij}(a) \), where \( a \in \mathcal{A} \). There are now \( m \) transition matrices (where the size of the set \( \mathcal{A} \) is \( m \)), one for each action: \( \mathbf{P}_a = [p_{ij}(a)] \). If an action \( a \) is not possible in a particular state \( s_t \), then \( p_{ij}(a) = 0 \). We may regard the transition function \( \mathbf{P} \) as a function specified by these \( m \) transition matrices, mapping from all possible pairs of states and actions into a probability distribution across the set of states.

We denote the transition from \( s_t \) to \( s_j \) following the selection of action \( a \) in state \( s_t \) by \( s_t \xrightarrow{a} s_j \). Finally we define a reinforcement function \( R \) which in the most general case is defined as a mapping from the state, action and next state into a probability density over the set of possible rewards \( \mathcal{R} \subseteq \mathbb{R} \),

\[
R : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \times \mathcal{R} \rightarrow [0, 1]
\]

At each observation, a reward is generated dependent upon the state, the action performed, and the next state. The random variable denoting the reward at time \( t \) is \( R_t = R(x_t, a_t, x_{t+1}) \). The actual reward generated during the transition \( x_t \xrightarrow{a} x_{t+1} \) is \( r_t \). For some problems it is important to distinguish whether or not the reward function is known to the agent.

**Reward functions** The simplest possible reward function is when the set of possible rewards is Boolean, \( \mathcal{R} = \{0, 1\} \). In this case the reward model is termed a \( P \)-model. Any problem with well-defined criteria for success and failure can be represented as a \( P \)-model. If for example the aim of a process is to track a set-point \( \omega \), and a certain magnitude of error \( \varepsilon \) is acceptable then taking 1 to be success\(^1\) the reward at time \( t \) is

\[
r_t = \begin{cases} 
1 & \text{if } |\hat{\omega}_t - \omega| \leq \varepsilon \\
0 & \text{otherwise}
\end{cases}
\]

where \( \hat{\omega}_t \) is the system’s approximation to the set point at time \( t \). The minimal extension of this model is to allow any finite number of reward values in the interval \([0, 1]\). Such a model is termed a \( Q \)-model. Problems with real-valued rewards can be expressed in this form by means of normalisation and quantisation. The most general case is when the reward can take any real value in the interval \([0, 1]\). Such a reward model is termed an \( S \)-model. By normalisation any problem with bounded reward can be expressed as an \( S \)-model.

The reward function merely specifies the reward generated at a particular instant. Using the notion of immediate reward we can construct measures of performance over many time steps. Following Barto et al. [2], I refer to a measure

\(^1\) Usually in Learning Automata Theory 0 is taken to be success and 1 to be failure. Since the convention in RL is to maximise reward I reverse this for convenience
of long-term reward as a measure of return. $R_t$ is the random variable denoting return at time $t$. There are several measures of return investigated in the literature. All can be expressed in terms of a discount vector $G = \{\gamma_0, \gamma_1, \gamma_2, \ldots \}$, where the return at time $t$ is,

$$R_t = \sum_{k=0}^{\infty} \gamma_k r_{t+k}$$

(7)

The vector $G$ may in principle be arbitrary, but in practice one of three discount schemes is used. The first is the finite horizon model of return, where the horizon is a finite number $h$ of steps into the future,

$$\gamma_k = \begin{cases} 
1 & \text{if } k \leq h \\
0 & \text{if } k > h 
\end{cases}$$

This model has been studied extensively in the bandit literature\textsuperscript{2}. Alternatively we may use the average-reward model [24,26].

$$\gamma_k = \begin{cases} 
1/h, & \text{if } k \leq h \\
0 & \text{if } k > h 
\end{cases}$$

By far the most widely studied measure of return however, particularly within work on learning from delayed reinforcement, is an infinite horizon model termed the geometric discount model of return,

$$\gamma_k = \gamma^k, \text{ where } 0 \leq \gamma < 1$$

The value of $\gamma$ chosen determines the relative weighting of short and long term rewards. As $\gamma \to 0$ short-term rewards become more important. When $\gamma = 0$ the only reward that matters is the immediate reward. As well as being attractive for its elegance this method has been shown to make certain problems in learning from reinforcement more tractable, e.g. bandit tasks. Here on I consider only the geometric discount model of return.

The importance of our definition of return is that we now have a model that enables us to take an immediate measure of performance and turn it into a long term measure of performance. It is not a trivial task to design a reward function that will give an appropriate return function for real world tasks. The assumption that this conversion of a short term measure into a long term measure is a useful thing to do lies at the heart of almost all modern work on reinforcement learning. Next we will consider ways an agent can act, and how we can say that one way of acting is better than another according to our measure of long term performance.

\textsuperscript{2} A $k$-armed bandit is an MDP with a single state and $k$ actions available. The actions generate stochastic rewards. A bandit problem is one in which the stochastic effects of the actions are unknown, and the learner must maximise its performance while it is learning. This is the simplest problem in the optimal learning literature, also known as the exploration-exploitation trade-off.
3 Policies and Optimal Policies

A policy \( \pi \) is a mapping that specifies the actions the agent takes in each state of the environment, and is thus the sole essential component of an agent. \( \pi \) says what to do in every possible state. Thus it can also be seen as a universal plan, i.e. a plan with no explicitly specified sequence of actions. A stationary policy specifies an action to be taken for each state, \( \pi : S \rightarrow A \), this means that the action taken in a state is always the same. There is an optimal stationary policy for any completely observable MDP. A stochastic policy is a mapping \( \pi : S \times A \rightarrow [0, 1] \). \( \pi \) is specified by a stochastic matrix, where the \( i, j \)th element of \( \pi \) is,

\[
\pi_{ij} = \Pr(a_j|s_i), \quad \text{and} \quad \sum_j \pi_{ij} = 1, \quad \forall i
\]

Under a stochastic policy the action an agent selects in a given state may vary (hence it is not stationary), but is always selected according to the same distribution. Some Partially Observable MDPs (POMDPs) which have no optimal stationary policy have an optimal stochastic policy. A non-stationary policy is one in which the policy is indexed by time. In finite horizon models of reward optimal policies are typically non-stationary. All the agents we are interested in modify \( \pi \) directly or indirectly as a function of their experience.

For our purposes it is obviously necessary to be able to order policies according to some index of performance. The reward models I have discussed can be used to derive just such an ordering on the set of possible policies. A policy \( \pi_1 \) is said to be at least as good as a policy \( \pi_2 \) if it has an expected return which is greater than or equal to that of policy \( \pi_2 \) in each of the possible initial states of the process:

\[
E[R(s_i)|\pi_1] \geq E[R(s_i)|\pi_2], \quad \forall s_i \in S_0 \leftrightarrow \pi_1 \succeq \pi_2
\]  

where \( a \succeq b \) is a preference operator, indicating that \( a \) is at least as good as \( b \) and \( S_0 \in S \) is the set of possible initial states of the process. An optimal policy is defined as any policy \( \pi^* \) which is at least as good as any other policy,

\[
E[R(s_i)|\pi^*] \geq E[R(s_i)|\pi_j], \quad \forall s_i \in S_0, \pi_j \in \Pi \leftrightarrow \pi^* \succeq \pi_j, \quad \forall \pi_j \in \Pi
\]  

where \( \Pi \) is the set of possible policies. It is an important result that for both the finite horizon and geometrically discounted models of return there is at least one policy that is optimal for any MDP. There may be more than one optimal policy, and so I will denote the set of optimal policies \( \Pi^* \). The aim of any policy-modifying agent is to converge to such a policy. Our aim is to design learning agents which converge to an optimal policy quickly and reliably. The first step in designing such agents is to be able to estimate the expected return for a given policy in order that we may compare policies by Equations 8 and 9.
4 Prediction

The prediction problem is concerned with estimating the mean goodness of each state of environment given that we follow a certain policy. Given a policy \( \pi \), a transition function \( \mathbf{P} \), and a reward function \( R \) for a Markov decision process we can calculate the expected return. Before discussing this we need some additional notation. The random variable \( R^\pi(s_i, n) \) denotes the reward received on the \( n \)-th step after starting in \( s_i \) and following policy \( \pi \) for \( n \) steps. This random variable captures the stochastic effects of the MDP up to \( n \) steps into the future. The value \( V^\pi(s_i) \) of policy \( \pi \) in state \( s_i \) is the expected return under that policy. Hence \( V^\pi(s_i) \) can be written,

\[
V^\pi(s_i) = E[R^\pi(s_i, 1) + \gamma R^\pi(s_i, 2) + \gamma^2 R^\pi(s_i, 3) + \ldots + \gamma^n R^\pi(s_i, n) + \ldots]
\]

Where \( E[X] \) is the expectation of the random variable \( X \). This can be expressed recursively for all \( s_i \in \mathcal{S} \),

\[
V^\pi(s_i) = E[R^\pi(s_i, 1)] + \gamma \sum_j p_{ij}(\pi(s_i))V^\pi(s_j), \forall s_i \in \mathcal{S} \tag{10}
\]

The \( V^\pi(s_i) \) for all \( s_i \) define the value function under the policy \( \pi \). If we know \( E[R^\pi(s_i, 1)] \) as well as \( \mathbf{P} \) then the value function can be calculated off-line by solving this set of linear equations. Probably the most widely used technique is some form of dynamic programming. We will return to describe this in detail in Section 5.

Methods employing a known transition function \( \mathbf{P} \) to derive the value function are commonly termed model based methods for predicting the value of a policy. To be more accurate we refer to models that explicitly represent the probability distributions over outcomes as distribution models. If the agent does not possess a distribution model in advance it may estimate such a model from its own experience as it proceeds through the environment. We can then use the estimated model to estimate the value function. Such estimates are often referred to as certainty equivalent estimates, as they assume that the model is essentially correct. A simple approach is to pick the maximum likelihood estimates of the model parameters. The certainty equivalent value function constructed from these will be the maximum likelihood value function. Methods that estimate the value function using either learned or a priori models are also referred to as indirect methods.

If the agent has neither \( E[R^\pi(s_i, 1)] \) nor \( \mathbf{P} \) and we do not want to learn a model then we can use a direct or model-free method for predicting the value of the policy on-line. Model-free methods build an estimate of the value function directly from their experience, i.e. from the sequence of perceived states and rewards generated. There are two classes of direct methods that have been carefully studied: simple Monte-Carlo methods, and temporal difference methods.

In basic Monte-Carlo approaches we sample a sequence of observations and rewards from the world, and calculate the actual return from each state. Many such samples are taken, and we then calculate the average return from each
state over those samples. Such methods are often simply referred to as Monte-Carlo methods. There are two studied Monte-Carlo estimates of expected return: the every visit Monte-Carlo (EVMC) estimate and the first visit Monte-Carlo (FVMC) estimate [25]. The FVMC estimate has been shown to have a connection to the maximum likelihood certainty equivalent estimate of value for an MDP under a given policy. Simple Monte-Carlo methods are important in that they give a performance baseline from which to work, and aspects of them have been important in developing more sophisticated algorithms. In particular temporal difference algorithms can be seen as a combination of ideas from dynamic programming and Monte-Carlo methods. The difficulty with simple Monte-Carlo estimators is that their standard error declines very slowly as the sample size rises.

A well-known and elegant model-free method for estimating expected return for an MDP under a policy is Sutton’s temporal difference method [29]. This works in roughly the following manner. Given that the transition \( x_t \rightarrow x_{t+1} \) occurs, the reward \( r_t \) is received during the course of this transition. At time \( t \) we have estimates of the value of each state, \( \hat{V}_t(x_t) \) and \( \hat{V}_t(x_{t+1}) \), where we have dropped the explicit reference to the policy \( \pi \) in our notation. It turns out that a better estimate of \( V(x_t) \) than \( \hat{V}_t(x_t) \) can be provided by

\[
r_t + \gamma \hat{V}_t(x_{t+1})
\]

The temporal difference is the difference between these two estimates,

\[
r_t + \gamma \hat{V}_t(x_{t+1}) - \hat{V}_t(x_t)
\]

The basic temporal difference equation uses this to update the estimate of \( V(x_t) \) each time the transition is made:

\[
\hat{V}_{t+1}(x_t) = \hat{V}_t(x_t) + \alpha_t [r_t + \gamma \hat{V}_t(x_{t+1}) - \hat{V}_t(x_t)]
\]  

(11)

\( 0 < \alpha_t \leq 1 \), is the learning rate at time \( t \). As \( \alpha_t \rightarrow 1 \) so \( \hat{V}_{t+1}(x_t) \) depends more on \( r_t + \gamma \hat{V}_t(x_{t+1}) \) and less on \( \hat{V}_t(x_t) \). \( \alpha_t \) acts as a filter damping the variance in \( r_t + \gamma \hat{V}_t(x_{t+1}) \). As \( t \rightarrow \infty \) the estimates \( \hat{V}_t(x_t) \) are guaranteed to converge to \( V(x_t) \) if it is the case that \( \sum_{t=0}^{\infty} \alpha_t = \infty \); that \( \sum_{t=0}^{\infty} \alpha_t^2 < \infty \); and that \( \alpha_t > 0, \forall t \in T \). Equation 11 forms the basis of the TD(0) algorithm which is specified in Figure 2.

Updating \( \hat{V}(x) \) only on making a transition from \( x \) is comparatively inefficient. Because \( V(x) \) depends to some extent on \( V(y) \) for all \( y \), which can be reached eventually from \( x \), \( \hat{V}(x) \) may not only be updated when it occurs, but also on the basis of the temporal difference for any subsequent transition. Using this insight Sutton generalised TD(0) by defining a class of prediction algorithms called TD(\( \lambda \)) (see Figure 2). In TD(\( \lambda \)) the extent to which a change in \( \hat{V}_t(x_{t+1}) \) is mirrored in other states is determined by the value of a function \( \tilde{E} \) called an eligibility trace, defined on the domain \( \mathcal{S} \). It is included in the temporal difference update equation as follows,

\[
\hat{V}_{t+1}(s) = \hat{V}_t(s) + \alpha_t [r_t + \gamma \hat{V}_t(x_{t+1}) - \hat{V}_t(x_t)] \tilde{E}_t(s), \forall s \in \mathcal{S}
\]  

(12)
The value of $\bar{c}_t(s)$ is updated each transition for all $s \in \mathcal{S}$. There are two forms of the update equation. An *accumulating* trace updates the eligibility of a state using,

$$
\bar{c}_t(s) = \begin{cases} 
\gamma \lambda \bar{c}_{t-1}(s) + 1 & \text{if } s = x_t \\
\gamma \lambda \bar{c}_{t-1}(s) & \text{otherwise}
\end{cases}
$$

(13)

A *replacing* trace update is defined by,

$$
\bar{c}_t(s) = \begin{cases} 
1 & \text{if } s = x_t \\
\gamma \lambda \bar{c}_{t-1}(s) & \text{otherwise}
\end{cases}
$$

(14)

Under both mechanisms the eligibility of a state decays away exponentially when the state is unvisited. Under an accumulating trace the eligibility is increased by a constant every time the state is visited, and under a replacing trace the eligibility is reset to a constant on each visit. The effect of each update rule on the eligibility of a state according to the frequency of visits is illustrated qualitatively in Figure 1. An eligibility trace can be thought of as a short-term memory process initiated the first time a state is visited by an agent. The degree of activation depends on the recency of the most recent visit and on the frequency of visits. Thus eligibility traces implement two heuristics, a *recency heuristic* and a *frequency heuristic*. These can be stated informally as saying that reinforcement received now is probably caused to a greater degree by more recently and frequently occurring states than by less recently and frequently occurring states. Accumulating traces implement both these heuristics, while replacing traces implement just the recency heuristic [28]. The rate of decay of the trace is determined by $0 \leq \lambda \leq 1$. Hence the class of algorithms defined is referred to as TD($\lambda$). If $\lambda = 0$ then Equation 12 simplifies to 11. If $\lambda = 1$ then the estimate of $V(x_t)$ ignores the estimated values $\hat{V}(x_{t+k})$ of any subsequent states and is based entirely on the actual rewards received at each step. If a perceptron is being used for structural credit assignment then using TD(1) makes its updates equivalent to those of the Widrow-Hoff rule. In general high values of $\lambda$ give fast initial convergence to $V(x)$, and low $\lambda$ values give low standard error. Better performance than by using fixed $\lambda$ is therefore obtained by declining
Algorithm 1 \(\text{TD}(\lambda)\) \(\quad 0 < \alpha\)

\[
t := 0
V_t(x) := 0, \bar{\pi}_0(x) := 0, \forall x \in S
\]
repeat
observe the transition \(x_t \leadsto x_{t+1}\)
update \(\bar{\pi}(x)\) for all \(x \in S\) according to Eq. 13 or 14
update \(V(x)\) for all \(x \in S\) according to
\[
\hat{V}_{t+1}(x) := V_t(x) + \alpha \{r_t + \gamma \hat{V}_t(x_{t+1}) - \hat{V}_t(x_t)\} \bar{\pi}_t(x)
\]
\(t := t + 1\)

Fig. 2. The TD(\(\lambda\)) algorithm.

the value of \(\lambda\) from 1 to 0. Procedures for declining \(\lambda\) systematically have been investigated [31]. These work well for acyclic processes, but do not appear likely to extend to the more general cyclic case.

It has been shown that replacing and accumulating traces converge to different estimates of expected return. In particular accumulating traces are related to the Every Visits Monte Carlo estimate and replacing traces are related to the First Visits Monte Carlo estimate [25]. Some empirical results suggest that replacing traces used with TD(\(\lambda\)) outperform accumulating traces [25]. Although the TD(\(\lambda\)) algorithm applies strictly to estimating the value function for a Markov chain, any Markov decision process under a given policy can be modelled as a Markov chain.

In summary I have reviewed methods for the estimation of the value function for any given policy based on dynamic programming; temporal difference learning and eligibility traces. It can be seen that in principle such techniques could be used to identify the optimal policy by estimating the value function for all possible policies. Such an approach would be grossly inefficient however, and there are much faster methods which I now discuss.

5 Control

If the prediction problem is concerned with estimating expected future performance the control problem is concerned with finding a policy that optimises our predicted performance. As for the problem of predicting the value function there are both model-based and model-free methods for computing the optimal policy for a Markov decision process. If the agent has a model then we can employ one of a number of dynamic programming techniques to achieve this. I shall initially discuss two of these, policy iteration and value iteration. These algorithms
are suitable for derivation of optimal controllers off-line given accurate process models. They can however, be extended to work on-line employing an adaptive process model.

Policy iteration commences with an arbitrary policy \( f \) and calculates the value function \( V^f \) by solving the set of linear equations given by Equation 10. It then improves this policy and recalculates the value function, repeating this process until the optimal policy is reached. The key lies in the way \( f \) is improved each iteration. Consider a particular state \( s_i \). Suppose the agent takes any action \( a \) in state \( s_i \) and follows the policy \( f \) elsewhere. The value of this modification to policy \( f \) is termed the action-value of the action \( a \) in state \( s_i \) with respect to policy \( f \) [32], denoted \( Q^f(s_i,a) \),

\[
Q^f(s_i,a) = E[R^a(s_i,0)] + \gamma \sum_j p_{ij}(a)V^f(s_j)
\]  

(15)

We choose \( g \) as the policy which selects action \( a \) in state \( s_i \) and follows policy \( f \) in all other states, where:\n
\[
a = \arg\max_a \{Q^f(s_i,a)\}
\]

Because the set \( A_{s_i} \) includes the best action chosen by policy \( f \) we know that \( g \) must be at least as good as \( f \). We can carry out this improvement process in all states simultaneously, so that

\[
V^g(x) \geq V^f(x), \forall x \in S
\]

Because a change in the policy at any single state can impact on the value function across the entire state space the entire value-function must then be recalculated for the new policy. This constitutes a single iteration of the policy iteration algorithm (see Figure 3). The algorithm iterates in this manner until no further improvements can be made to the policy in any state. Any such policy must be an optimal policy. Policy iteration can be fast if the action space is quite small, as in such a case it will usually converge in few iterations. Even so recalculating the entire value function from scratch each iteration is expensive. Value iteration avoids this problem by solving the optimality equation for a series of geometrically discounted finite horizon problems defined on the same Markov decision process. Thus it only calculates the value function for the infinite horizon problem once. The value function for the optimal policy \( \pi^* \) is written \( V^* \). Its solution for a problem with horizon \( h = 0 \) is given by,

\[
V^*_0(s_i) = \max_a \{E[R^a(s_i,0)]\}, \forall s_i \in S
\]  

(16)

Using Bellman’s optimality equation the solution for a finite horizon problem with \( h = 1 \) is given in terms of \( V^*_0 \). In general \( V^*_n \) is written in terms of \( V^*_n-1 \).

\[
V^*_{n+1}(s_i) = \max_a \{E[R^a(s_i,0)] + \gamma \sum_j p_{ij}(a)V^*_n(s_j)\}, \forall s_i \in S
\]  

(17)
**Algorithm 2 (Policy Iteration)**

\[ f := \text{arbitrary policy} \]

repeat

solve \[ V^f(s_i) = E[R^f(s_i, 0)] + \gamma \sum_j p_{ij}(f(s_i))V^f(s_j) \quad \forall s_i \in S \]

choose \[ g(s_i) := \arg \max_a [Q^f(s_i, a)] \quad \forall s_i \in S \]

where \[ Q^f(s_i, a) = E[R^f(s_i, 0)] + \gamma \sum_j p_{ij}(a)V^f(s_j) \]

let \[ f(s_i) := g(s_i) \quad \forall s_i \in S \]

until there is no change in \( f(s_i), \forall s_i \in S \)

---

**Fig. 3.** The policy iteration algorithm.

As \( n \to \infty \) so \( V_n^* \to V^* \). The difficulty with value iteration is defining a stopping criterion for \( n \). Recently this problem has been partly solved. A upper bound on the error of the final estimate can be expressed given the maximum error between the last two approximations to the value function [35]. Worst case performance can thus be improved to a measureable point arbitrarily close to the optimum. The value iteration algorithm is given in Figure 4. There is some debate as to whether policy or value iteration converges faster for large problems.

There are a number of variations to value iteration as presented above, which is strictly termed *synchronous value iteration*. Synchronous refers simply to the fact that each iteration all the \( V_n^*(x) \) are updated using the estimates \( V_{n-1}^*(x) \). Gauss-Seidel iteration changes this by updating the states in a particular order. States updated later in the sequence use the already updated values for other states. Asynchronous value iteration relaxes the rules concerning the order in which the states are updated still further by allowing that an arbitrary subset of states is backed up synchronously each iteration. The set of states may vary in each iteration. In the completely asynchronous case this means that one state is updated each iteration. Both synchronous value-iteration and Gauss-Seidel iteration are guaranteed to converge to the optimal policy; asynchronous value-iteration is only guaranteed to converge if each state has a non-zero probability of being updated each iteration.

The theory of asynchronous dynamic programming was originally developed in order to facilitate multi-processor implementation. More recently this theory has been used to show that dynamic programming algorithms can work online, interleaving estimation of the model, policy modification, and control [1]. Asynchronous DP algorithms thus form the basis of model-based reinforcement learning systems. A class of value-iteration algorithms, termed adaptive real-time dynamic programming (ARTDP) algorithms, can be defined (see Figure 5). The set \( S_t \) is the set of states whose values are to be updated at time \( t \). It should
Algorithm 3 (Value Iteration) Choose $\epsilon$ so that $\frac{2\gamma}{1-\gamma}$ is sufficiently small, where $\max_S \{\overline{V}^\pi(s_i) - V^\pi(s_i)\} \leq \frac{2\gamma}{1-\gamma}$.

$V_0 :=$ arbitrary bounded function
$n := 1$
repeat
let $V_n^\pi(s_i) := \max_a \{E[R^\pi(s_i, 0)] + \gamma \sum_j p_{ij}(a)V_{n-1}^\pi(s_j)\}$ $\quad \forall s_i \in S$
until $\max_S \{\overline{V}^\pi_n(s_i) - V^\pi_{n-1}(s_i)\} < \epsilon$
let $\overline{V}^\pi_n(s_i) := V_n^\pi(s_i)$ $\forall s_i \in S$

Fig. 4. The value iteration algorithm.

be chosen so that the algorithm satisfies the conditions for the convergence of asynchronous value-iteration, and also that there is sufficient computation available to carry out all the updates. In addition because the agent is estimating the model on-line it must choose a suitable sequence of control actions so that it experiences each transition a sufficient number of times for the estimates $\hat{p}_{ij}$ to be good.

In a similar manner to Gauss-Seidel iteration, the choice of $S_t$ at each stage can speed convergence to the optimal value function. There are a number of possible schemes. One of the simplest is to choose $k$ additional members of $S_t$ at random. A good choice of $S_t$ can speed convergence considerably. Moore and Atkeson have published a technique which can be seen as a variant of ARTDP. They call it Prioritised Sweeping. Its central feature is that states leading to states with large changes in the value function are processed first. It is considerably more efficient than the other model based methods discussed previously. Wiering and Schmidhuber have more recently published a version of the algorithm which is capable of detecting large changes in the value function which occur as a result of a succession of small cumulative changes in the model [34].

There are a number of model-free policy-modification algorithms; the earliest of these [28,11] used either the TD($\lambda$) algorithm, or temporal difference methods similar to it, to convert a delayed reward signal into a heuristic reward signal (the $\overline{V}^\pi(x_t)$) under the current policy $\pi$. The heuristic reward signal is then fed to any algorithm which modifies its policy on the basis of immediate reward, in place of the immediate reward signal $r_t$. Thus the class of algorithms compatible with this method is large. The policy of the agent is modified using the estimate $\overline{V}^\pi_t(x_t)$. In the next step the TD($\lambda$) algorithm estimates $V$ with respect to a different policy $\pi_{t+1}$. Thus the value function is changing as the policy changes. Examples of

---

3 See [13] for a description of such an algorithm. They refer to it as a Dyna method, although it is rather different from Sutton’s original method of the same name [30].
Algorithm 4 (Adaptive Real-Time Value Iteration)

\[ \hat{Q}_t(x, a) = \tilde{r}(x, a) + \gamma \sum_{y \in S} \hat{p}_{xy}(a) \tilde{V}^*_t(y) \]

\( \tilde{r}(i, a) \) is a function mapping from estimated Q-values to a probability distribution across actions. \( \tilde{r}(i, a) \) is an estimate of \( E[R^a(i, 0)] \).

\[ t := 0 \]

\[ \tilde{V}^*_t := \text{arbitrary bounded function} \]

observe \( x_t \)

repeat

choose \( a_t \) from explore(\( \hat{Q}_t(x_t, a) \))

observe the transition \( x_t \xleftarrow{a_t} x_{t+1} \)

update \( \hat{p}_{x_{t+1}}(a_t) \) and \( \tilde{r}(x_t, a_t) \)

for some \( S_t \subseteq S \) such that \( x_t \in S_t \) update

\[ \tilde{V}^*_t(i) := \max \{ \tilde{r}(i, a) + \gamma \sum_{j \in S} \hat{p}_{ij}(a) \tilde{V}^*_t(j) \} \quad \forall i \in S_t \]

\[ \tilde{V}^*_t(i) := \tilde{V}^*_t(i) \quad \forall i \notin S_t \]

\[ t := t + 1 \]

Fig. 5. The adaptive real-time value iteration algorithm.

policy-modification algorithms based on the TD(\( \lambda \)) algorithm include [12,15,28]. To my knowledge there are currently no proofs for the convergence of any such policy-modification algorithms.

A model-free method which is guaranteed to converge is Q-learning [32]. This is a model-free approximation to adaptive real-time value iteration. The primary structural difference between Q-learning and methods based on the TD(\( \lambda \)) algorithm is that whereas the latter maintain estimates of the values of states under the current policy, Q-learning maintains estimates of action-values. It adjusts these estimates each step using a temporal difference mechanism,

\[ \hat{Q}_{t+1}(x_t, a_t) = (1 - \alpha_t)\hat{Q}_t(x_t, a_t) + \alpha_t \{ r_t + \gamma \max_a \{ \hat{Q}_t(x_{t+1}, a) \} \} \quad (18) \]

where \( 0 < \alpha_t < 1 \) is the learning rate at time \( t \). The update equation is fundamentally of the same form as the value iteration update, replacing the estimates \( \hat{p}_{ij} \) with \( \alpha_t \). Q-learning is guaranteed to converge asymptotically given that each state-action pair is tried infinitely often, and similar criteria to TD-learning for the reduction of the learning rate [33]. The other nice property of Q-learning is that the estimates of the Q-values are independent of the policy followed by the agent, the consequence of this being that the agent may deviate
Algorithm 5 \( Q(\lambda) \)-learning

\[ \hat{V}^*(x) = \max_a \hat{Q}(x, a), \quad 0 \leq \lambda \leq 1. \]  
\( \varepsilon_t \) and \( \varepsilon_t \) are error signals. \( \text{explore} \) is a function mapping from estimated \( Q \)-values to a probability distribution across actions.

\[
t := 0 \\
\hat{Q}(x, a) := 0 \text{ and } \varepsilon_t(x, a) := 0, \forall x, a \\
\text{observe } x_t \\
\text{repeat} \]

choose \( a_t \) from \( \text{explore}_a(\hat{Q}(x_t, a)) \)

observe the transition \( x_t \xrightarrow{a_t} x_{t+1} \)

\[
\varepsilon_t' := r_t + \gamma \hat{V}^*_t(x_{t+1}) - \hat{Q}_t(x_t, a_t) \\
\varepsilon_t := r_t + \gamma \hat{V}^*_t(x_{t+1}) - \hat{V}^*_t(x_t) \\
\text{update } \bar{e}(x, a) \text{ for all } x \in S, a \in A \text{ according to Eq. 19 or 20} \\
\text{update } \hat{Q}_{t+1}(x, a) \text{ for all } x \in S, a \in A \text{ using} \\
\quad \hat{Q}_{t+1}(x_t, a_t) := \hat{Q}_t(x_t, a_t) + \alpha_t \varepsilon_t(x_t, a_t) \\
\quad \hat{Q}_{t+1}(x, a) := \hat{Q}_t(x, a) + \alpha_t \varepsilon_t(x, a) \quad \text{ for all } \hat{Q}(x, a) \text{ except } \hat{Q}(x_t, a_t) \\
t := t+1
\]

Fig. 6. The \( Q(\lambda) \) algorithm.

from the optimal policy at any stage while still constructing unbiased estimates of the \( Q \)-values.

\( Q \)-learning may also be extended to take advantage of eligibility traces. \( Q(\lambda) \) [22] contains one-step \( Q \)-learning as a special case (\( \lambda = 0 \)) and so I give the full algorithm for this generalised version (Figure 6). Convergence has only been proved for \( Q(\lambda) \) with \( \lambda = 0 \). The eligibility traces used in \( Q(\lambda) \) are necessarily defined over the domain formed by the Cartesian product \( S \times A \). The update equations are, however, fundamentally the same:

\[
\bar{e}_t(x, a) = \begin{cases} 
\gamma \lambda \bar{e}_{t-1}(x, a) + 1 & \text{if } x = x_t \text{ and } a = a_t \\
\gamma \lambda \bar{e}_{t-1}(x, a) & \text{otherwise} 
\end{cases} \quad (19)
\]

\[
\bar{e}_t(x, a) = \begin{cases} 
1 & \text{if } x = x_t \text{ and } a = a_t \\
\gamma \lambda \bar{e}_{t-1}(x, a) & \text{otherwise} 
\end{cases} \quad (20)
\]

The version of \( Q(\lambda) \) learning given in Figure 6 was devised by Peng and Williams and uses the eligibility traces to propagate the temporal difference
error for the value function under the optimal policy across the state and action space. This update is incorrect if the agent follows non-greedy actions. This means that the algorithm is not guaranteed to converge. A simple solution is to zero all the eligibilities whenever a non-greedy action is selected. This version of Q(λ) learning was originally suggested by Watkins.

However this method effectively removes the principle benefit of the idea of combining Q-learning with eligibility traces; that you can learn quickly about the effects of one policy while following another. A different approach to the problem is to use modified Q-learning [23], also known as SARSA. This removes the assumption that the agent follows a greedy policy after executing the current action. It does this by removing the max operator from the temporal difference update rule.

\[ \hat{Q}_{t+1}(x_t, a_t) = (1 - \alpha_t)\hat{Q}_t(x_t, a_t) + \alpha_t[r_t + \gamma \hat{Q}_t^\pi(x_{t+1}, a_{t+1})] \quad (21) \]

Under this rule the agent is now estimating the value of the action given that it follows some policy \( \pi \) after. This policy can obviously be stochastic and non-greedy. SARSA can thus be combined with full eligibility traces in a clean way.

In this section we have concentrated on describing in detail methods that search for a value function in Markovian tasks. These techniques are all subject to Bellman’s curse of dimensionality. This arises because as the number of features in a problem increases, the number of combinations of feature values, and hence distinct states rises exponentially. In order to beat this problem Reinforcement learning algorithms employ function approximators. Two very simple forms of function approximation are state aggregation and linear function approximators. However, even for these simple function approximators the convergence properties of the algorithms discussed previously can break down quickly. TD learning is known to converge with linear function approximation, but Q-learning is known to diverge with linear function approximators in a number of counter-examples and also often in practice with a wide range of function approximators. The problem of how to approximate the value function in general is a difficult open problem in reinforcement learning and a large number of papers have published. There is not space in this chapter to cover the different approaches in any depth. The interested reader is referred to [5] for a comprehensive coverage of these issues.

6 Optimal Learning

So far we have been concerned with algorithms that learn to behave optimally. However, while learning to behave optimally these algorithms may well perform rather badly, particularly in the early stages of learning. Sometimes it matters how well we perform while we are learning. Suppose we are adapting our strategy during a game of robot football, for example, or learning to control a robot while travelling through an office building. In summary how should an agent act while
It is learning? This question falls into the field studying what is sometimes known as \textit{optimal learning}.

In addition to providing a framework for learning optimal behaviour it conveniently transpires that reinforcement learning also provides an elegant framework for studying optimal learning. Once we have a clear mathematical framework for optimal learning we can ask and sometimes answer questions such as how should I act so as to maximise my performance over a limited lifetime given that I will continue to learn throughout that lifetime? The problem of how to act while learning is a class of optimal control problems with a long history [10,3], and includes topics such as adaptive dual control from control theory and bandit problems from statistics. In RL it has typically taken the form of two problems: (i) how to act so as to maximise performance during the learning agent’s lifetime [17,12]; and (ii) how to act to identify as good a policy as possible within the learning period [14,9,8]. These problems, while related, are not the same [36]. Either is more commonly known as the exploration-exploitation problem, and there is some ambiguity in the RL literature as to which one we are referring when we use this term. The first problem is, however, currently the only one for which we have a clear formulation, and it is therefore the solution of this that I describe here.

Arguably the cleanest framework for understanding optimal learning and the exploration-exploitation trade-off is a Bayesian one. Bayesian approaches model our uncertainty about the form of the transition and reward functions. When we know the transition and reward functions there is after all, no exploration-exploitation trade-off, the optimal way to behave is to act greedily since no information can be gained. If there is uncertainty however, Bayesian approaches can then take that uncertainty into account in calculating value functions which tell us how to act so as to optimise our performance while we are learning.

For MDPs the optimal Bayesian solution to problem (i) is well known, but intractable [17,3]. Many approximations have been proposed. The domain is a finite state MDP with an unknown transition function $P$ and a known reward function $R$. This differs slightly from the assumption of some RL researchers that the reward function is essentially part of the environment, and thus unknown (but observable) by the agent. Clearly if we knew $P$ then the problem would reduce to finding the value function using a standard dynamic programming technique and we would have no learning problem at all. Our optimal learning problem is thus concerned with the uncertainty there is about the parameters of $P$ (the transition probabilities) and how this uncertainty changes as the learner gathers information. The essential trade-off occurs because at each step we can choose actions that exploit information we already have about $P$ to gather reward, or actions that explore and gather information about $P$ that we can use later on to gather even higher rewards. In other words our dilemma is “should I sacrifice reward now to gather information that may let me gather greater rewards later on?”

The Bayesian approach is based on there being a space $\mathcal{P}$ of possible transition functions (or models) $P$ for the MDP, and a well-defined prior probability
density over that space. The probability density over the space of possible finite state MDPs for a known state space $S$ is constructed as follows. First let us think about the density over the possible one-step transition functions from a single state action pair. If state $i \in S$ has $N$ possible succeeding states when action $a$ is taken, then we know already that the transition function from that state action pair is a multinomial distribution over the outcomes:

$$
\mathbf{p}_i^a = \{p_{i1}^a, p_{i2}^a, \ldots, p_{iN}^a\}
$$

(22)

The possible transition functions from $i, a$ are the possible multinomials $\mathbf{p}_i^a$. We want a probability density over this space which is closed under sampling from any such multinomial$^4$. The Dirichlet density has this property for multinomials:

$$
f(\mathbf{p}_i^a | m_i^a) = \frac{\Gamma(\sum_{j=1}^{N} m_{ij}^a)}{\prod_{j=1}^{N} \Gamma(m_{ij}^a)} \prod_{j=1}^{N} (p_{ij}^a)^{m_{ij}^a - 1}
$$

(23)

where $\Gamma(\cdot)$ is the Gamma function. The density is parameterised by the $m_{ij}^a > 0$ for all states $j$ to which the process can transition in one step from state $i$ under action $a$. Effectively each parameter $m_{ij}^a$ represents the number of observations of that outcome. The experimenter can set a prior $m_{ij}^a$ to reflect their beliefs about the likelihood of each outcome before making any actual observations. On making observations the parameter vector is updated as follows: if a single observation of a transition $i \nrightarrow j$ is made, then the new density is also Dirichlet with $m_{ij}^{a\prime} = m_{ij}^a + 1$. The Bayesian estimate of the likelihood of each transition is simply:

$$
\hat{p}_{ij}^a = \frac{m_{ij}^a}{\sum_{k=1}^{N} m_{ik}^a}
$$

(24)

We can compare this estimate to the maximum likelihood estimate of the transition probabilities which is of the same form, but with the initial $m_{ik}^a = 0$ for all successor states $k$.

Since the transition probabilities from a single state, action pair are a multinomial distribution, we can see that using a Dirichlet to express the uncertainty we have about the precise transition probabilities is sensible. The density over the space $\mathcal{P}$ of models for the multi-state case follows directly from that for the transitions from a single state action pair. The densities over the one step

$^4$ We say that a family of densities is closed under sampling from a distribution. This means that I have a prior density from a certain family (e.g. Gaussian, Dirichlet) over the (unknown) parameters of the distribution I am sampling from. If I sample from the distribution and incorporate that sample information using Bayes rule then I am guaranteed to end up with a posterior from the same family of densities. Choosing a density that is closed under sampling is appealing because it makes calculating the posterior mathematically straightforward and computationally tractable.
transition functions for the different state action pairs are mutually independent. The density \( f(P|M) \) for a possible transition function \( P \in \mathcal{P} \) for the whole MDP (i.e. for all the state action pairs at once) is therefore simply the product of the \( f(p_i^a|m_{ij}^a) \) over all \( i,a \). This density is now parameterised by a matrix \( M = [m_{ij}^a] \), where \( M \in \mathcal{M} \). In a Bayesian framework we now choose a prior matrix \( M' \), which specifies our prior density over the space of possible models. The additional information from a sequence of observations is captured in a count matrix \( F \). The posterior density given these observations is therefore simply parameterised by \( M'' = M' + F \). For convenience the transformation on \( M \) due to a single observed transition \( i \sim j \) is denoted \( T_{ij}^a(M) \).

Now we have a parametric density over the space of possible MDPs and a clear way of updating its parameters given samples from the true MDP we can turn to the problem of estimating the value function. The value function in an MDP with unknown transition probabilities is clearly a random variable, \( \hat{V}_i \) since it is a function of \( P \) which is itself a random variable. Given the usual squared error loss function the Bayesian estimator of expected return under the optimal policy is the simply the expectation of \( \hat{V}_i \):

\[
V_i(M) = \mathbb{E}[\hat{V}_i|M] = \int_P V_i(P)f(P|M)dP \tag{25}
\]

where \( V_i(P) \) is the value of \( i \) given the transition function \( P \). The central result of both Bellman and Martin was that when this integral is evaluated we transform our problem into one of solving an MDP with known transition probabilities, defined on the information space \( \mathcal{M} \times \mathcal{S} \):

\[
V_i(M) = \max_a \left\{ \sum_j p_{ij}^a(M)(r_{ij}^a + \gamma V_j(T_{ij}^a(M))) \right\} \tag{26}
\]

where \( p_{ij}^a(M) \) is the marginal expectation of the Dirichlet as given above, \( 0 \leq \gamma < 1 \) is the discount rate, and \( r_{ij}^a \) is the reward associated with the transition \( i \sim j \). The value function \( V(M) \) is known as the Bayes value function. The Bayes Q-values are obviously given by the inner part of Equation 26:

\[
Q_{ia}(M) = \sum_j p_{ij}^a(M)(r_{ij}^a + \gamma V_j(T_{ij}^a(M))) \tag{27}
\]

The Bayes Q-values naturally take into account the uncertainty about the process parameters in \( P \). Thus the Bayesian estimate of value elegantly incorporates the value of future information. The optimal solution to the well-known exploration-exploitation trade-off (problem (i) above) is thus simply to act greedily with respect to the Bayes Q-values. Because the solution involves dynamic programming over a graph of information states the problem of actually obtaining the Bayes Q-values is intractable. A simple approximation to this is the certainty equivalent (CE) estimate constructed by replacing \( T_{ij}^a(M) \) with \( M \) in (26).

There are a number of possible ways of coming up with an estimate of, or approximation to, the Bayes value function in a reasonable amount of time. One
way is to estimate the value of the integral by random sampling [8,27] directly from the probability density over the space of models. For each sampled model we obtain the Q-value function using dynamic programming and then calculate the average of the sampled Q-value functions for each state of the MDP. Unfortunately this will give us an estimate that has a standard error that declines slowly with the sample size. However, there are now value iteration techniques that work on what are sometimes referred to as structured representations of MDPs. These structured representations encode the states of the MDP as combinations of feature values. It has been shown [7] that the transitions between states can therefore be represented as a dynamic Bayes network (DBN). We can define a density over the space of possible transition models represented by the DBN in exactly the same way as we can for a standard (unfactored) MDP. The space of transition models \(P\) is constrained greatly by the structure represented by the DBN, and hence we would expect that the estimates produced by sampling from the resulting density over \(P\) would have a lower standard error. It is therefore reasonable to hypothesise that we might improve the performance of Monte Carlo approaches to the optimal learning problem by employing structured models.

Most solutions try to avoid the difficulties of dealing with the information state space in any form and essentially seek to approximate the right answer by solving a different MDP defined on the original state space [20,12,19,34,37]. The new MDP may differ from the old MDP in a number of ways. Either we can pick a different reward function, which reflects the uncertainty we have about the transition matrix, or we can pick a different transition matrix \(P\). Whichever route we choose we typically select according to the heuristic “be optimistic in the face of uncertainty”. If we have a learner which directly estimates the parameters of the MDP then a good solution is to pick a model \(P\) which is optimistic with respect to the value function [34,37]. If we wish to do temporal difference learning then we are probably better off picking a reward function which gives bonuses to states which have been visited infrequently or where there appears to be uncertainty about the value function [19]. It is also worth noting that we do know of quite simple algorithms which are guaranteed to find \(\varepsilon\)-optimal policies for unknown MDPs in strictly polynomial time and space [14]. However the practical performance of these methods is likely to be much worse than that of most heuristic algorithms.

7 Summary

In this chapter we have outlined the simplest mathematical framework within which we can conduct reinforcement learning over many steps, a finite state Markov Decision Process. We have described three approaches to solving the MDP: Monte-Carlo sampling, temporal difference learning and adaptive dynamic programming. Clearly all three are related through Monte-Carlo sampling in the learning case in that we are sampling our experiences directly from a process we believe to be stochastic. Adaptive dynamic programming and temporal difference
approaches, however also allow us to take advantage of the conditional probability structure of the Markov chain and so construct estimates of value which have a rapidly decreasing standard error. It is notable that here we have concentrated solely on model-based and value-based techniques for solving MDPs. There is a burgeoning subfield working on searching directly in the policy space, and this approach may prove to be better for a number of problems. Finally we have also extended the MDP framework to cover the case of MDPs with unknown transition probabilities. This has allowed us to represent the problem of optimal learning, which unlike the problem of learning optimal policies for MDPs is essentially intractable.

Many hard questions remain before we have developed reinforcement learning algorithms for practical tasks. One of the most important questions is whether we can have algorithms that can learn from reinforcement in the face of hidden state. One mathematical framework for such problems is that of partially observable Markov Decision Processes (POMDPs). In these there is an underlying MDP which is not directly observable. Instead each state generates observations probabilistically, and there are typically fewer observations than states; so that many states can generate the same observations. Even solving these for the case where we know the parameters of the POMDP turns out to be intractable [16]. However, for solving known POMDPs we at least have algorithms that are guaranteed to converge in the limit if the value function is representable in finite space. If we want to address the learning case we are trying to solve a POMDP where the parameters are unknown. Here the most successful approaches either fall into the model learning or policy modification approaches. Model learning approaches typically try to learn either a hidden Markov model or a $k^{th}$ order Markov model [6,18]. These rely on statistical tests to try to identify the number of underlying states in the model. However, it now appears that at least for some problems that searching directly in the policy space can produce much better results.

Reinforcement learning provides a perspective on learning which combines a number of assumptions. We work with a short term measure of performance and convert this into some long term measure. We assume that the problem is a sequential decision making problem, and try to exploit the conditional independence structure that may exist. Finally we have a class of algorithms that use randomised interaction with the decision process (Monte Carlo sampling) to learn directly or indirectly how to behave. These themes: sequential decision making, randomised interaction, and the exploitation of conditional independence; are ideas that crop up not just in reinforcement learning, but throughout the study learning mechanisms and artificial intelligence in general. In reinforcement learning they are studied specifically within the framework imposed by learning from a reward signal. As we have seen this can give us a framework not only for learning optimal behaviour, but also for how to act while learning.
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