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ABSTRACT
This paper aims to identify the missing links from theory of Genetic Algorithms (GAs) to application of GAs.

Categories and Subject Descriptors: J.0 [Computer Applications]: General


Keywords: Applicability, Evaluation Metric.

1. INTRODUCTION
Genetic Algorithms (GAs) are widely applied to searching optimal solutions in many problem domains. For instance, GAs are used to explore ways to intelligently match employees to tasks with respect to factors gathered in the initial development of a project [1, 2, 3, 4], to search the test aims for software structure testing [5, 6, 7, 8, 9, 10], to solve multicast routing problems for networks [11, 12], to reduce data dimension and extract data features for an analysis method in Agricultural Engineering [13], and so on.

With the tremendous growth of GA applications as well as the fact that theory and practice do not talk to each other [14, 15], to evaluate the applicability of GAs becomes an important research challenge for researchers in the application level. An example for that is, through the literature review, it is discovered that researchers reported success in applying GAs to their problems by comparing the results derived from GAs and other methods. Although GAs outperforms other methods, it is not proved that GAs guide the solutions to the global optima in their work. For most of the real world optimization problems, the optimal solutions are unknown. To determine whether or not to adopt the obtained solution is a difficult decision. In order to help the researchers in application level understand the solutions derived by GAs better, a formalized measurement to estimate the applicability of GAs to real world optimization problems is necessary.

The following section provides a brief literature review on how researchers evaluated the applicability (hardness) of GAs theoretically in the past and identifies some missing links between theory of GAs and application of GAs.

2. LITERATURE SURVEY AND FINDINGS
Researchers have investigated the foundation of GAs since GAs are invented and studied by John Holland [16]. In 1975, Holland proposed the notion of schemas to formalize the informal notion of “building blocks” [17, 18]. Later, Bethke used discrete Walsh functions to analyze the fitness functions of GAs, and the term deception problem was coined by Goldberg [19, 20, 21]. Moreover, Horn suggested the categories of fitness landscapes which are hard for GAs [22].

All of the aforementioned work are explored to estimate the applicability of GAs to optimization problems. However, those are not investigated for practical use. There are missing links from theory of GAs to application of GAs.

- **Missing Link 1:** The fitness functions explored by researchers in theory (e.g., the fitness functions formulated for deception problems) may not be appropriate in practice.
- **Missing Link 2:** The transformations of fitness functions to specific formulas (e.g., walsh functions) are difficult.
- **Missing Link 3:** Most of the methods only analyze the behavior of GAs in a flat population (i.e., a population with individuals distributed uniformly). In that case, the methods cannot successfully capture the behavior of GAs when GAs start to converge.

There are a few researchers who have adopted Markov Chains to analyze the behavior of GAs [14, 23, 24, 25, 26, 27, 28, 29]. In our opinion, transition matrices of Markov Chains capture the essential properties of GAs well. However, in practice, there is a missing link for this approach.

- **Missing Link 4:** The computation time of the transition matrix with respect to an optimization problem is more than the computation time of all the feasible solutions. Therefore, this approach is impractical and all of the findings, such as the convergence rate, and the expected waiting time (i.e., the first hitting time), derived by Markov Chain analyses cannot be applied directly to application of GAs.

In general, the GA theory developed thus far shows that it is difficult to fully capture the behavior of GAs, especially in finite time with different types of fitness functions. To the best of our knowledge, none of the existing work provided appropriate evaluation metrics for applicability of GAs to real world problems. Without that, the researchers cannot determine whether or not GAs are applicable to their problems in application domains. Hence, the development of the evaluation metric is crucial.
3. CONCLUSION AND FUTURE WORK

The missing links from theory to application of GAs are identified. Based on the literature review, it is critical to develop the evaluation metric for applicability of GAs to real world applications. Our future research will be focused on the development of the evaluation metrics by extracting only the essential features of transition matrices of Markov Chains with respect to application of GAs. With those measurements, researchers are able to determine whether or not GAs are applicable to certain optimization problems.
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