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Higher structures are important for several areas of mathematics and computer science, including homotopy type theory, quantum field theory, manifold theory, and representation theory.

However, working with these structures poses many difficulties.

▶ How can we formally define the structure we are working with (higher proof, manifold, 2-group, knot, etc)?
▶ How can we communicate it to collaborators and readers, and learn more about it ourselves?
▶ How can we modify it, discover its properties, and prove theorems about it?
▶ How can we use computers to help us achieve these goals, not only theoretically, but practically?
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Proof assistants for higher algebra

Several proof assistants for higher category theory exist.

- Homotopy type theory in Agda, Coq (2010)
- *Opetopic* by Eric Finster (2013)
- Finster-Mimram contractible $\infty$-categories (2017)
- *Globular* by JV and collaborators (2015)

Our goal: easy construction, visualization and manipulation of complex proofs in arbitrary dimension. None of these achieve this.
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\[
\begin{array}{c}
A \\
\downarrow \ s \\
B \\
\uparrow \ C \\
D \\
\downarrow \ t \\
E \\
\end{array} 
\]
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Scott Carter, “Turning a sphere from red to blue”
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The graphical calculus suggests homotopy as a basic mechanism with which to manipulate terms and execute computations.

The ‘strictest’ definitions of higher category do not allow these manipulations, and are known to be insufficiently general.

At the opposite end of the spectrum, the ‘weakest’ definitions allow not only these manipulations, but far more besides.

<table>
<thead>
<tr>
<th>Weak</th>
<th>Semiweak</th>
<th>Semistrict</th>
<th>Strict</th>
</tr>
</thead>
</table>

A model of higher categories is semistrict if it is as strict as possible, while still allowing arbitrary homotopy. However, yields long proofs.

A definition is semiweak if it is as weak as possible, while still being strictly associative and unital; i.e. composites are unique.
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We propose a new semiweak approach to higher category theory called *associative n-categories*.

- Simple combinatorial model gives an elementary way to encode composites in a free \((\infty, \infty)\)-category.
- Immediate string diagram representation.
- Composition is strictly associative and unital.
- All the weak structure is in homotopies of composites.
- Amenable to computer implementation.
- High-level methods allow easy homotopy construction.
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- an object is a sequence of cospans in $C$, from $A$ to $B$;
- a morphism is:
  - a monotone function between peaks,
  - built from morphisms of $C$,
  - with identities between valleys,
  - such that all squares commute.

\[
\begin{align*}
A & \to P_0 \leftarrow V_1 \to P_1 \leftarrow V_2 \to P_2 \leftarrow V_3 \to P_3 \leftarrow B \\
& \downarrow \sqrt{} \quad \downarrow \sqrt{} \quad \downarrow \sqrt{} \quad \downarrow \sqrt{} \quad \downarrow \sqrt{} \quad \downarrow \sqrt{} \quad \downarrow \sqrt{} \quad \downarrow \sqrt{} \quad \downarrow \sqrt{} \\
A' & \to P_0' \leftarrow V_1' \to P_1' \leftarrow V_2 \to P_2 \leftarrow B'
\end{align*}
\]

Definition. An $n$-diagram is an object of some category obtained by starting with 1, and applying the IC construction $n$ times.
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Here is 1 example of a 2-diagram, an object of $IC_\Delta(3, 3)$:
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\begin{array}{cccc}
B & f & L & f & R \\
\downarrow & & \downarrow & & \downarrow \\
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\end{array}
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It exists as a morphism in $IC_\Delta(2, 2)$.

It is well-typed:
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- The neighbourhood of $\tau$ normalizes to its standard form.

So homotopies are built in to associative $n$-categories.
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We build the contraction as a pushout of cospans.

Gives an insight into the relationship with virtual $n$-categories.
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Thank you!