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Improving the quantitative accuracy of cerebral oxygen saturation in monitoring the injured brain using atlas based Near Infrared Spectroscopy models
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The application of Near Infrared Spectroscopy (NIRS) for the monitoring of the cerebral oxygen saturation within the brain is well established, albeit using temporal data that can only measure relative changes of oxygenation state of the brain from a baseline. The focus of this investigation is to demonstrate that hybridisation of existing near infrared probe designs and reconstruction techniques can pave the way to produce a system and methods that can be used to monitor the absolute oxygen saturation in the injured brain. Using registered Atlas models in simulation, a novel method is outlined by which the quantitative accuracy and practicality of NIRS for specific use in monitoring the injured brain, can be improved, with cerebral saturation being recovered to within 10.1 ± 1.8% of the expected values.

1. Introduction

Traumatic brain injury (TBI) is one of the leading causes of death in young people worldwide [1], with up to 20,000 people sustaining a serious head injury annually [2]. In TBI it is not only the primary brain injury caused by the initial insult which results in the observed high mortality rate (20–40%) [3], but the...
A variety of hypoxic, ischaemic and cytotoxic events that lead to the profound secondary insult, occurring minutes to hours after the primary event, which poses additional risk to patients [4]. Pathological processes such as the expansion of a mass lesion (i.e., haematoma) may also lead to dangerously high intra cranial pressures which are compounded by the diminished ability of the injured brain to regulate its blood flow to provide adequate perfusion to the cerebral tissues [5]. Therefore an important facet of improving the care of TBI patients is the prediction and prevention of secondary injuries through continuous monitoring in preclinical and clinical locations, so cerebral perfusion can be tightly managed externally.

Computer tomography (CT), magnetic resonance imaging (MRI), transcranial Doppler (TCD) and electroencephalography (EEG) are all currently used to monitor brain injury depending on the situation, along with the invasive measurement of intra cranial pressure (ICP) and brain tissue oxygen tension [6]. Consequently, there is no sole technique universally employed to monitor all TBI patients. CT and ICP monitoring are the most commonly used in clinical practice, and although CT is used to identify mass lesions and surgically important pathology, impracticality and ionising radiation make it unsuitable for real-time monitoring and unusable outside the specialist clinical environment. ICP monitors provide long-term, real-time measurements however they are invasive and require surgical implantation. As a non-ionising, non-invasive, cost effective and portable technology, Near Infrared Spectroscopy (NIRS) could provide significant advantages to the monitoring of TBI patients, both in and out of clinical settings [7–9].

Utilising near infrared (NIR) light, consisting of wavelengths ranging from 650–1000 nm [10–12], it is possible to exploit a region of relatively low absorption in biological tissue where scattering becomes the dominant interaction process which allows NIR light to be used to probe several centimetres into tissue and observe biological changes. The non-invasive and non-ionising nature of NIR light has made it a desirable method of imaging and spectroscopy of cerebral and muscular haemodynamics both in research and for clinical applications [13–17]. The fundamental principle when using NIR light is that by measuring the changes of a known input source light, at different wavelengths and detector locations, it is possible to deduce information about the attenuating (scattering and absorption) properties of the medium which then can be used to derive concentrations of chromophores in the target medium. Typically, the main biological chromophores of interest are oxygenated haemoglobin (HbO), deoxygenated haemoglobin (HHb) and water (H2O), and knowing the relative concentrations of these can provide oxygen saturation measurements and infer information about metabolic activity.

NIRS monitoring of cerebral tissue is widely used during cardiac and vascular surgery, with findings from clinical studies illustrating that a 13–20% drop in saturation is an indicator of post-operative brain tissue damage [18, 19]. In the context of TBI, however, while preliminary work has shown the potential of NIRS, current opinion and clinical practice has not accepted NIRS as a suitable substitute for the invasive measures [15, 20, 21]. Specifically, a correlation between NIRS-derived parameters and other injured brain measures such as CT perfusion and invasive measures of partial oxygen pressure have been reported [22, 23], although as yet this relationship has not been deemed sufficiently robust for NIRS to be used as an independent cerebral tissue monitoring modality. The primary reason for this is that despite the apparent advantages and potential of NIRS in this clinical context, there still remains doubt as to the physical origins of the obtained oxygen saturation values from externally measured optical signals. With the rich vascular nature of facial somatic tissue, questions have been raised about the levels of signal contamination which will occur due to haemodynamic changes in these superficial tissues, obscuring cerebral observations [17, 24–26].

A multitude of different approaches to reduce and/or eliminate superficial contamination have been suggested, ranging from probe design to reconstruction algorithms. The most common design consideration for reducing contamination is to use multi-distant source-detector probe pairs, some very close (~1 cm) to measure only the skin contribution and other probes further apart (2–4 cm) to measure deeper tissue contributions [25]. Given the multi distant data, regression techniques can then be used to filter out the superficial signals. Another common method of reducing contamination is through the use of the spatially resolved spectroscopy (SRS) algorithm [27], which assesses the drop in attenuation over a series of closely spaced detectors in order to produce a tissue oxygenation and tissue haemoglobin index (TOI and THI). Techniques such as SRS do not claim to be quantitatively accurate but instead aim to identify the relative change in oxygen saturation, with the parameter recovery being weighted towards deep tissue signals. In this respect SRS NIRS devices are capable of identifying a relative change in brain saturation during a Valsalva Manoeuvre (VM), as demonstrated in previous studies [28, 29], with saturation changes showing the correct magnitude, however the quantitative accuracy of the values never matched the ‘expected’ values. While these methods have been shown to improve validity of NIRS results it remains apparent that no one technique, so far, has proved sufficient.
As a result of the signal contamination from superficial tissue, the quantitative accuracy of NIRS is therefore limited. The principle of NIRS is that instead of recovering a spatially varying map, it provides a global representation of the optical properties of a target tissue, which makes a quantitative assessment of cerebral oxygenation difficult. Additionally there is a distinct lack of standardisation between different NIRS devices due to the different setups and algorithms used [30], resulting in NIRS experiments to report only changes in baseline measurements. While limiting, this approach is applicable in specific situations such as cardiac surgery and cognitive studies where it can be confidently assumed that the patients’ brains are well perfused. In such cases relative changes in cerebral oxygenation can be easily obtained therefore indicators like the aforementioned 13–20% drop in saturation can be reliably observed and used to guide patient care. However in the context of the injured brain, no normative baseline measurements are available as the state of the brain is unknown. Thus a more quantitative measurement of cerebral oxygenation is required in order to gauge the condition of a patient. The main limiting factor is then being the measurement of a global saturation value in the target tissue, which effectively averages the saturation changes over all layers (tissue type) of the head, obscuring the true brain changes.

The progression of NIRS towards a more quantitative assessment of cerebral oxygenation can come in one of two ways. The first is to move to a time domain (TD) NIRS system which maintains the real-time and portable advantages of standard NIRS; however it uses significantly more expensive components capable of individual photon counting. By measuring both intensity and arrival time of the photons, TD NIRS has intrinsic information about photon flight path therefore deep and shallow probing photons can be selected allowing greater quantitative accuracy and increased depth resolution (although still global in the lateral plane) [31].

An alternative method is an adaptation and use of diffuse optical tomography (DOT). DOT differs to conventional NIRS in both system design and reconstruction where instead of the linear probe designs used in NIRS systems consisting of one or two sources and detectors (Figure 1A), a DOT probe will have a larger array (Figure 1B) allowing use of multiple sets of overlapping measurements which can improve both the spatial resolution and quantitative accuracy [32]. Most reconstructions in DOT are model-based, typically using finite element models (FEM) where spatial priors and initial optical property estimates can be used to increase the accuracy of derived optical properties. The limitation of DOT systems is their size and parameter recovery time which makes them less practical for TBI monitoring. Although relative changes in chromophore concentrations from a baseline can be measured in real time, the quantitatively accurate results (of oxygen saturation, for example) require a non-linear and iterative reconstruction approach to hone in on the best solution. To date, however, truly quantitative results have only been obtained in DOT of the breast [33] and the lack of known baseline optical properties in the brain is currently a limiting factor in achieving quantitative results.

Providing spatial priors regarding the tissue layers of the head, namely the skin, bone and brain in a reconstruction algorithm has shown to help constrain the ill-posed nature of the problem and improve parameter recovery accuracy [36]. Such spatial priors can be obtained from patient MRI or CT scans which can be segmented and formed into subject specific models, however in the clinical and pre-clinical setting this is not always a feasible option [32, 36, 37]. Alternatively, the use of atlas-based models has shown good promise to overcome cases where subject specific MRI/CT data are not available [36–38].

Although the application of a DOT-based system can produce the data required to monitor TBI patients, in its current format it is not ideal. The first issue is size and expense of the equipment, which may have a relatively simple solution; the sampled area could be scaled down. Although this would imply a smaller region of interest from which spatially varying parameters would be recovered, such small target regions would be suitable if the results were quantitative. It is worth noting that the invasive ICP

**Figure 1** Example of a linear NIRS probe (A) and a DOT array (B) [34, 35].
probe only target a small area of the brain also. Therefore, if a small DOT probe is used to give overlapping, multi-distance measurements over a small area, it could be used to reconstruct depth resolved spectroscopic parameters. A smaller probe is also more portable and cheaper to produce and will also help with the second issue of reconstruction time. Specifically, smaller the number of voxels (spatially varying locations) being reconstructed, the faster the iterative reconstruction will complete [37]. Also having multiple overlapping measurements obtained over a smaller sample area will improve the ill-posed nature of the inverse problem [39]. With parallel computing and GPU acceleration becoming more prevalent, reconstruction times will only get faster [40], providing additional benefits. The final obstacle in the way of quantitatively accurate DOT reconstructions is the availability of spatial priors. A subject specific reconstruction model will not typically be available in clinical and pre-clinical TBI cases, hence the utilisation of an atlas model, using the average spatial priors over a multitude of segmented heads, could be registered to match a patient head and used as a substitute for specific priors [36, 37].

Finally, while portable high density NIRS system designs are already available and routinely used (e.g., NIRSport, NIRx Medical Technologies and nNIRS300B, BIOPAC System, Inc), the key feature that is currently lacking is the non-trivial base-line parameter recovery needed to obtain information with a reasonable degree of quantitative accuracy. At the other extreme, systems such as the Washington University DOT array [41] uses a large scale probe design, focusing on mapping cerebral activation and connectivity, which incorporate atlas guided recovery into their reconstruction routines. Thus, there are already system designs available that are suitable in terms of hardware. A near infrared system suitable for the monitoring of TBI lies somewhere between these aforementioned designs, hybridising the portability of the smaller DOT arrays with the more enhanced reconstruction algorithms of the large scale probes. While this is something that has been explored [38], there has been limited expansion of the atlas guided techniques to produce quantitatively accurate results. Therefore this study was aimed to investigate the suitability of a small scale DOT probe, designed for use on the forehead, for producing quantitatively accurate cerebral oxygen saturation values, using a registered Atlas model for spatial priors.

2. Methods

In order to assess the quantitative accuracy of DOT reconstruction using registered atlas models, simulations were designed using NIRFAST [10] and a series of simulated brain conditions were constructed to mimic a Valsalva Manoeuvre (VM). The VM produces dramatic alterations in ICP, a key parameter monitored in TBI cases (as discussed above). This combined with the fact that the VM will produce very different superficial and cerebral haemodynamic responses makes it an ideal method to test the suitability of NIRS/DOT for TBI monitoring.

2.1 Physiological model

During a VM the subject forces respiratory expiration against a closed glottis, raising intra thoracic pressure. During the initial ~2–3 seconds, perfusion pressure is elevated which is associated with an acute increase in blood flow in the cerebral and systemic circulations [29]. As the VM continues, venous return to the heart is impeded by the raised intra thoracic pressure. This produces a marked reduction in cardiac output and thus blood pressure. The increased intra thoracic pressure also impairs venous outflow from the brain, causing an increase in intra-cranial pressure and venous pooling within the brain and systemic tissue. On release of the VM, the pooled blood is release. Through the dynamic changes in pressure and blood flow, notable changes in both skin and brain haemodynamics are induced (see Figure 2 for simulated predictions based on empirical data [42]). While pressure and flow changes are global, the marked difference in metabolic activity between these cerebral and somatic tissues leads to vastly differing haemodynamic characteristics. As the metabolic demand of cerebral tissue is higher, brain saturation will decrease rapidly as pooling blood is stripped of oxygen to meet demand. The skin, however, will not demonstrate such metabolic activity and its saturation changes closely match the pressure-driven changes in flow across the VM [42]; hence smaller changes in saturation are expected.

2.2 Numerical simulation

The process of data simulation and image reconstruction starts with the creation of subject specific models, the basis of which is a T1 weighted MRI scan (Figure 3A). The MRI scan provides accurate structural information of features within the head, which can be translated into an FEM to accurately predict the propagation of NIR light through the target volume. From this the MRI scans were segmented into 5 separate regions, skin, bone, cerebral spinal fluid (CSF), white matter and grey matter (Figure 3B), using the statistical parametric mapping
(SPM) software package [37, 43] based on a pixel intensity probability function distribution. Following the segmentation of the MRI scans, NIRVIEW [44] was used to create masks of the segmented scans (Figure 3C), on which the final meshing process can be based. NIRVIEW provides a vital checking step to ensure the segmentation process was correct, where any gaps of unassigned pixels can be filled to reduce the risk of holes in the final head model. Small gaps in the segmentation can be rectified using the iterative hole-filling algorithm built into NIRVIEW, which uses a voting algorithm at each iteration to determine where each pixel will be assigned based on the assignment of its surrounding pixels [44]. Large holes that were not filled using the automated routine were filled in manually through inspection of each segmented image slice. The end result of NIRVIEW processing was a stack of segmented masks which could be imported into NIRFAST and used as a basis for volumetric mesh creation (Figure 3D) [10, 44]. Once meshing in NIRFAST was complete, the models could be checked for consistency to ensure there were no holes present in the target forehead region.

Forward (boundary) data for the VM was produced for 9 unique subject models using the FEM-based software package NIRFAST [10], with each time point on Figure 2 providing an individual dataset for a specific set of skin, bone and brain optical properties. The simulation was designed to represent a continuous wave (CW) system so a forward dataset consists of a single boundary intensity measurement for each source-detector pair over three wavelengths.

The DOT probe being modelled (Figure 4) consisted of 8 triple wavelength LED sources (for example, L735/805/850-40C32, Ushio Epitex Inc., Japan) with peaks at 735 nm, 805 nm and 850 nm with a
bandwidth of 40 nm. There were 7 detectors (for example FDS100, Thorlabs) interspersed within the grid of sources and the spacing between each adjacent source/detector was 15 mm, giving a total of 168 measurements with a minimum source-detector separation of 15 mm and a maximum of 62 mm. In real practical settings the maximum source-detector separation would probably be limited to ~40 mm depending on the dynamic range of the detectors and the systematic noise levels. The probe pad was positioned relative to a user defined reference at the nasion point, as identified from segmented MRI data. From this reference point an iterative positioning algorithm was used to reduce the Euclidean distance between every source and detector to the desired 15 mm over an iterative cycle. From this point built routines within NIRFAST were used to move the sources one scattering distance beneath the surface of the model to account for the boundary conditions in the diffusion approximation (DA). The baseline optical properties of the atlas head model are shown in Table 1.

A widely used atlas model in DOT studies is the ICBM152 [37, 46, 47], in which studies were primarily designed to look at brain activations and therefore segmentation accuracy was focused on the brain rather than superficial (skin and bone) regions. Our preliminary data showed that there exists a large mismatch between the relative thicknesses of skin and bone within this atlas and subject specific models (see for example Figure 5), with this difference in layer thickness being enough to substantially reduce the accuracy of the model used. Therefore, for the purpose of this work a new atlas was developed based on a tenth subject specific MRI which was segmented (as described above) and used as the new atlas. While the layer thicknesses on the new atlas were more representative of the 9 other models, future work will require a more comprehensive Atlas.

The registration of the Atlas model to each of the 9 subject specific models was achieved using 687 evenly distributed landmarks based on a non-iterative point-to-point (nP2P) algorithm, to minimise the difference between the subject and the Atlas. This method has previously been shown to give a maximum surface registration error of 4.5 mm [37]. While this may appear as a large registration error based on the ~1 mm resolution of the initial MRI scans, it has been shown to be a successful method to provide an alternative to cases where subject specific models are not available [48].

Table 1 Baseline optical properties in Atlas head model [45].

<table>
<thead>
<tr>
<th>Region</th>
<th>Oxyhaemoglobin (μM)</th>
<th>Deoxyhaemoglobin (μM)</th>
<th>Water (%)</th>
<th>Scatter Power</th>
<th>Scatter Amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin</td>
<td>0.0670</td>
<td>0.0035</td>
<td>50</td>
<td>2.82</td>
<td>0.14</td>
</tr>
<tr>
<td>Bone</td>
<td>0.0392</td>
<td>0.0098</td>
<td>15</td>
<td>1.47</td>
<td>1.40</td>
</tr>
<tr>
<td>Brain</td>
<td>0.0560</td>
<td>0.0220</td>
<td>78</td>
<td>0.76</td>
<td>0.54</td>
</tr>
</tbody>
</table>
The general NIR reconstruction process (the inverse problem) works backwards from a set of boundary data to produce an estimate of the optical properties of the target medium by modelling photon propagation utilising the diffusion approximation as a solution to the radiative transport equation (RTE), which for a CW system is defined by Eq. (1).

\[
-D \nabla^2 \Phi(\mathbf{r}) + \mu_a \Phi(\mathbf{r}) = S(\mathbf{r})
\]

(1)

where \( \Phi(\mathbf{r}) \) is the photon fluence at point \( \mathbf{r} \), \( D \) is the diffusion coefficient given as \( D = 1/(3(\mu_a + \mu_s)) \). The DA has been shown to be valid in mediums where scatter is the dominant interaction process and the source-detector separations are large enough to allow for multiple scattering events [10]. It may be argued that the use of the DA may not be the most accurate model for application in tomographic imaging of the brain, as there may exist regions where scattering does not dominate absorption (for example Cerebral Spinal Fluid), but the methodologies for parameter recovery outlined here are independent of the model of light propagation utilised.

The DA allows the prediction of NIR light propagation through a medium and the process of recovering optical properties from boundary data can be done in either a single linear step or in a series of nonlinear iterative steps. Linear reconstruction is the simplest and quickest algorithm used for NIRS/DOT systems, typically used to calculate relative changes in chromophore (absorption related) concentrations with \( \mu_a \) and \( \mu_s \) being the scatter amplitude and power, respectively. The scattering power and amplitude are related to the reduced scatter coefficient (\( \mu'_s \)) by an empirical approximation to Mie scattering theory [49] shown in Eq. (4).

\[
\mu'_s = a \lambda^{-b}
\]

(4)

The non-linear reconstruction solves the problem as a series of smaller linear steps (iterations), where at each step a small update in the model optical properties are calculated:

\[
J^T(JJ^T + \lambda I)^{-1} \partial \Phi = \partial \mu
\]

(5)

where \( \lambda \) is a regularisation parameter and \( I \) is an identity matrix. The iterative process of updating the optical properties continues until a predefined number (40 for all presented data) of iterations or the error between modelled and experimental measurements changes by less than 0.01%.

NIRFAST also allows for a reconstruction basis to be chosen in order to increase computational efficiency. A reconstruction basis allows the model to be subdivided into sections (reconstruction pixels), reducing the number of unknowns in the matrix inversion process (further details found here [52]). Additionally, an increased computational efficiency was obtained by implementing a method of reducing the Jacobian calculation to utilise only sensitivity values greater than 1% of the total sensitivity for parameter recovery [53].

Several different reconstruction regimes were investigated for comparison, including ‘inverse crime’...
and Atlas-based reconstructions, both utilising ‘spatial’ priors for either full tomographic or region-based (one value for each layer) parameter recovery. The inverse crime involves using the same FEM for the forward and inverse modelling, which represents an idealised situation in which there is no error in source/detector positioning, the exact scattering properties are known and the spatial information in the model is accurate; whereas the Atlas-based reconstruction provides a more realistic setting. The tomographic reconstructions produce a set of spatially varying optical properties for every node in the FEM, which could then be averaged to give global parameter values per region (skin, bone, brain etc.) post reconstruction. However, the regional reconstructions produce a singular set of optical properties per predefined region, assuming each region is homogeneous. Further details on the region-based reconstruction algorithm can be found elsewhere [54].

The inverse crime reconstructions had the most accurate prior information in terms of spatial and scattering properties; this was designed as a proof-of-concept. Atlas-based reconstructions, however, were designed to assess the ability to reconstruct brain saturation with only an estimate (guess) at absorption, scattering and spatial priors. The chosen reconstruction basis and starting value were kept constant regardless of the reconstruction type for consistency (Table 2).

The reconstruction process itself was split into two steps: (1) a global fit of optical properties based on boundary data for the whole model (i.e. assuming a homogeneous single layer model), which was limited to 20 iterations with a regularisation parameter of 10, and (2) using the bulk average value from the previous step as a basis for either the tomographic or regional reconstruction, which was limited to 40 iteration with a regularisation parameter of 0.01.

For full tomographic-based reconstructions, in order to obtain an average value from each layer, the region of interest for each layer was defined as those with a minimum of 2.5% sensitivity, and the reconstructed saturation values were then averaged over these regions of interest. This value was initially chosen based on prior knowledge of photon penetration for the initial homogeneous model, but the importance of model-based, subject-specific modifications are discussed below. For the regional reconstruction a single saturation value was produced for each layer.

3. Results and discussion

3.1 Registration process

The principle of using a registered Atlas model for reconstruction requires that the registration methods applied are capable of giving an accurate fit to the patient-specific models, from which the simulated data are obtained.

The registration accuracy was assessed for each of the 9 models used by measuring the Euclidean distance between nearest neighbour points on the original and registered Atlas models and averaging over all the models (Figure 6). The maximum registration error over the entire head was found to be 22 mm; however this takes into account anomalous regions such as large differences in nose features. Since the main focus of the study was the forehead, the calculated average results confined to the forehead region was found to be less than 10 mm, with errors in the pad region not increasing over 4.53 mm.

With confidence in the accuracy of the registered Atlas models, the next step was to assess the positioning and layout of the DOT probe on the forehead region. The pad-positioning algorithm developed for this work uses a user defined reference point, at the nasion, from which the optode positioning initiates at a fixed \( x, y \) and \( z \) distance from the nasion. Figure 7 shows the average position of the pads from all models before and after registration, and it can be seen that although the conformity of the pad is correct in the \( x \) and \( z \) axes, the positioning in the \( y \) axis (as controlled by the user defined reference point) is not optimal. This has resulted in a shift of ~5 mm of the pad down the forehead towards the nose, which is not ideal as the probe will be sampling a different region of the cortex. Nevertheless, since the reconstruction averages over the whole pad area, a small change in sample area would be considered negligible in this study, and which represents a more realistic clinical situation where pad orientation and position will vary between patients.

The more important issue however, is the accuracy in layout of the sources and detector positions. If the spacing between sources and detectors used for the reconstruction model is different to that of the original model, there will be inaccuracies which will propagate through to the final reconstructed pa-

### Table 2 Optical properties of Atlas and inverse crime models used for reconstruction basis (homogeneous absorption values).

<table>
<thead>
<tr>
<th>Region</th>
<th>Oxyhaemoglobin (( \mu M ))</th>
<th>Deoxyhaemoglobin (( \mu M ))</th>
<th>Water (%)</th>
<th>Scatter Power</th>
<th>Scatter Amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin</td>
<td>0.0560</td>
<td>0.0140</td>
<td>50</td>
<td>2.82</td>
<td>0.14</td>
</tr>
<tr>
<td>Bone</td>
<td>0.0560</td>
<td>0.0140</td>
<td>15</td>
<td>1.47</td>
<td>1.40</td>
</tr>
<tr>
<td>Brain</td>
<td>0.0560</td>
<td>0.0140</td>
<td>78</td>
<td>0.76</td>
<td>0.54</td>
</tr>
</tbody>
</table>
rameters. Figure 8 shows a contour plot of positioning accuracy for each source and detector across all the registered models, which was produced by stacking all the pads for all models, aligning their central point and calculating the spread in Euclidian distances between the original location of each source/detector and their position on the registered-Atlas models. This gives a 2D representation of a 3D error. From the plot it can be seen that all the sources and detectors fall within 2.5 mm of their desired position.

Considering the system as a whole, the combination of errors in positioning of the pad and registration of the Atlas models produces a maximum mismatch of 7.5 mm. This is an area where refinements can be made, however, for the scope of the current study this mismatch provides a base level of numerical noise (error) for the reconstruction process, posing a ‘worst-case scenario’ as a proof-of-concept. In a clinical situation, there will be other confounding factors to reduce the accuracy of the reconstruction, such as detector noise, source variability, poor coupling between the head and probe as well as human error in pad positioning. Human error in pad positioning has been observed in published literature observing the effect of test-retest NIRS studies [55]. Also potential optimisation of the probe positioning through the use of a full head cap is impractical in the context of TBI as there are often bandages and injuries, as well as other invasive probes obstructing the head. These factors are hard to reproduce in simulation; hence the baseline numerical noise from the registration is a good starting point from which future investigations can build and improve upon.

Figure 6 Heat map showing average registration error between each subject specific and the corresponding registered Atlas model (Left). Cropped and rescaled heat map to show registration error on the desired region of interest (forehead) (Top Right). A zoom in on the region of the forehead where DOT pad is positioned (Bottom Right).

Figure 7 Average coordinates positions of the DOT pad on the original subject-specific models (red) and on the registered-Atlas models (blue).
With regard to the coupling efficiency between the probe and the scalp, as this simulation is designed as a proof of concept, the effect of coupling efficiency has not been considered, however it has been illustrated in other published literature that data can be calibrated to account for intensity and measurement variation effects [56, 57] as well as the recovery of these unknown coefficients as part of the image reconstruction [58], both of which will be subject of further work when considering experimental data.

### 3.2 Reconstruction process

After the registration process, the next step was to assess the reconstruction algorithms and its ability to provide quantitative measures of modelled changes from modelled measurements. The overall quality of the reconstruction was assessed on the accuracy of the recovered saturation values in the brain region, and while ideally all regions would be recovered to the same level of accuracy, in the interest of TBI the main concern is the quantitatively accurate reconstruction of brain saturation. All presented data are the average across all models with error bars showing the standard deviation calculated for across the means of all models.

Reconstructed parameters from all models were analysed in terms of the recovered temporal changes of oxygen saturation for each layer of tissue, as shown in Figure 9. This figure illustrates the recovered values as a function of time shown for the three layers under investigation, namely skin, bone and brain, prior to, during and immediately following a simulated VM. This reconstruction was an ‘inverse crime’, where the same model was used for both data simulation and reconstruction. From the results shown in Figure 9 it is evident that the region-based reconstruction (where a single parameter is recovered for each tissue type) has given the most accurate results in all three layers of the head. This result demonstrates the validity of the regional reconstruction algorithm (0.04% error for simulated values with a standard deviation of 0.07%), using a set of homogenous starting properties and given accurate spatial priors.

The results when utilising spatially varying tomographic reconstruction are also shown in Figure 9 (blue line), and demonstrate that these do not perform to the same level of accuracy as the region-based reconstructions (green line). Recovered oxygen saturation in the skin, while showing the correct trend, is not quantitatively accurate. Bone region reconstructions show a closer resemblance to the expected changes in the brain rather than for the bone. Finally the brain reconstructions, while showing the correct trends (like the skin), lacked the desired quantitative accuracy, with maximum percentage difference between the average brain parameters and the simulated values of 15.7% (values quoted are percentage error between recovered and simulated values as opposed to a change in oxygen saturation which is also displayed in %) with a standard deviation of 1.2%.

While these tomographic based results are of lower accuracy, they are not unexpected for this set of simulation, since tomography gives a spatially varying saturation value throughout the model in comparison to the region-based reconstructions (Figure 9) which give a single saturation value for an entire region.

To further analyse the tomographic reconstruction, the inaccuracy in the recovered parameters has two main potential factors; firstly the simulation is biased to regional recovery as the simulation itself is for changes that are global to each region. Based on this information it can be speculated that in a clinical situation where changes in each region is heterogeneous, tomography may outperform the regional reconstruction. The second source comes from how each FEM node and its optical properties are selected for averaging. The nodes as discussed earlier are selected in a pre-reconstruction step, where the Jacobian is calculated for the initial homogenous optical properties of the reconstruction model by thresholding to a minimum (at least 2.5%) sensitivity value. A retrospective view would show that this is not the most accurate way to define nodal region of interest. Instead a better method would be to reassesses the Jacobian matrix and the region assignments at the end of each time point reconstruction, and then look at an objective method of thresholding the Jacobian to determine a more accurate region of interest. This way the tomographic reconstruction would be better suited to keep up with any localised changes in sample area due to changes in

---

**Figure 8** Maximum error in individual source/detector positioning across all the registered-Atlas models. This is a 2D representation of a 3D error.
optical properties. For example, Figure 10 shows that as the saturation in the brain decreases the overall sensitivity to the brain region itself is being decreased due to the increased concentration of deoxyhaemoglobin. This is why a decrease in the accuracy of the reconstruction at the peak desaturation of the VM is observed. It would also explain why the bone region is inaccurate around the VM; the change in sensitivity causes cross talk between the brain and bone regions as the region assignment becomes less accurate. In terms of improving the thresholding for region selection, defining a range of values based on a percentage (top 60–95%) of the maximum sensitivity value instead of a simple cut-off sensitivity at 2.5% could offer advantages. As evident in Figure 11, is it clear that by setting only a minimum sensitivity, and not a maximum, the average saturation in the superficial (skin and bone) regions will be inaccurate due to the hot spots of hyper sensitivity.

While the study so far utilising the inverse crime models demonstrate that a small scale DOT probe can be used to obtain quantitatively accurate brain saturation values, it is imperative to investigate the accuracy and validity of using the registered-Atlas models as the basis for the reconstructions, bringing the simulations more in line with clinical conditions.

Figure 9 Inverse crime reconstructed saturation values for the skin (top), bone (centre) and brain (bottom) regions (outlined in Figure 2) using both regional (green) and tomography (blue) algorithms prior to, during, and immediately following a VM (time points 6–11). The plotted results are the average over all models with the error bar showing the standard deviation of the dataset. The simulated saturation line (dashed) in the Brain results graph (bottom graph) is not visible as it overlaps the Inverse Crime Regional Reconstruction (Green) line.
where there is no prior information about the internal structure of the head.

For the regional reconstruction based on registered-Atlas models (Figure 12), the recovered saturation for both skin and bone are subject to poor quantitative accuracy and a large standard deviation. It is evident that fixing spatial priors, by giving absolute spatial information for each region (layer), the reconstruction is not able to accurately recover the superficial saturation values. This indicates that despite the utilisation of the new Atlas model, the variation in superficial layer thickness between subjects and the Atlas is still confounding the reconstructions. Evidence of this cross talk within the superficial layers can also be seen with a simple comparison of the trends in the skin and bone regions, which both appear to follow the same trends as the simulated skin saturations, thus implying that the skin layer is too thin in the utilised Atlas model. Despite the mismatch in superficial layers, the region-based reconstruction recovered the brain saturation values with an average percentage difference of 11.2% (standard deviation – 5.0%) between simulated and reconstructed values. While this does not seem overly accurate, in comparison to some of the existing NIRS techniques such as SRS reconstructions explored in previous work [16, 28, 59, 60], region-based DOT shows a marked improvement.

Unlike the inverse crime reconstructions, once the Atlas is employed, the quality of the tomographic reconstruction surpassed that of the regional in all layers, other than the skin (see Figures 9 and 12) in terms of both quantitative accuracy and the standard deviation of the recovered saturation values. The average percentage difference between the simulation and reconstructed brain values was 10.1% with a standard deviation of 1.8%. While the fixed region sizes posed an issue for the regional reconstructions, the tomographic process was not constrained in the same way. The Atlas tomography even performed better than its inverse crime counterpart, again highlighting issues with region of interest (ROI) selection. The limiting factors in grouping nodes into a ROI via Jacobian thresholding still apply, however because of the mismatch in superficial layer size these errors appear to average out over the course of all the head models, smoothing the results.

The main consideration when assessing the quality of the registered-Atlas reconstructions is that the results were more quantitatively accurate than the current NIRS-based recovery techniques. While absolute quantification was never anticipated, the main goal of this study was to show the potential of DOT to improve on current NIRS limitations, which is clearly visible from the above results.
4. Conclusion

Currently the NIRS technology that is available in the clinic lacks the quantitative accuracy to monitor saturation changes in TBI patients. The global measures of saturation provided by NIRS probes mean that the target changes in the brain are often confounded by the haemodynamics of superficial layers such as skin and bone. While brain haemodynamic changes are observable, the saturation values obtained are not reliable enough to allow NIRS to be used as a clinical gold standard for TBI monitoring.

In the context of measuring quantitatively accurate brain saturation measurements in TBI patients, the technique of Atlas-guided reconstructions has shown significant potential. While there are many refinements to both the reconstruction algorithms and the realism of the simulations, which can be made, the data in this study present a ‘first step’ towards clinical DOT measurements for TBI monitoring. Where previous studies implementing NIRS into the clinic have found that the superficial saturation changes can obscure accurate brain observation, current simulations for DOT have shown the potential.

Figure 12 Atlas reconstructed saturation values for the skin (top), bone (centre) and brain (bottom) regions using both regional (green) and tomography (blue) algorithms. The plotted results are the average over all models with the error bar showing the standard deviation of the dataset.
benefits. Due to the iterative recovery process of DOT it is inherent that more prior information can be provided. Even though this information has proved inaccurate in terms of superficial layer size, the known depth of the cortex surface (roughly constant over all heads) has allowed for significant improvements in brain parameter recovery.

The next progression of this work comes in two forms. The first needs to focus on the refinement of the reconstruction techniques. This will come in the form of redeveloping the Atlas so that the superficial layer mismatch provides less of an issue. Also in terms of improving the tomography reconstructions, thorough investigations into methods of selecting the correct regions of interest are required. The second is the practical implementation for a clinical DOT NIRS system. Simulations will never truly mimic clinical conditions, thus the probe needs to be characterised and tested on a mix of, well defined phantom models, healthy volunteers and TBI patients.
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