Feasibility of NIR tomographic reconstruction with multispectral continuous wave data by mapping into frequency domain data
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ABSTRACT

Diffuse near-infrared tomography of tissue can provide intrinsically useful information about total hemoglobin, oxygen saturation, water and cytochromes within tissue, yet to extract this information spectral data is required at many wavelengths. In this study, we examine a new approach to using multispectral continuous wave measurements through tissue along with second-derivative data analysis methods to estimate the pathlength in tissues over multiple tomographic paths. The goal of this work has been to demonstrate that the optical differential pathlength that is estimated by spectroscopy methods is directly related to the optical pathlength as measured by frequency-domain signals. This direct relation then allows the use of tomographic algorithms which have been developed for frequency-domain optical tomography to be applied to multispectral continuous wave data. The theoretical development is presented here, along with numerical validation in homogeneous and heterogeneous tissue-simulating regions. These results indicate that the approach outlined is valid and provides the theoretical basis for developing multispectral near-infrared tomography of tissues.

1. INTRODUCTION

Near infrared spectroscopy [1, 2] has been used as a non-invasive approach to study mammalian tissues for almost twenty years. The relative low absorption of tissues in this wavelength range makes it possible for photons to travel a considerable depth and pick up the features of some important tissue chromophores, such as hemoglobin, cytochrome oxidize and water. These features directly indicate tissue metabolism which is essential to monitor functional changes or detect diseases in a variety of applications. [3-6] In the early studies, most of near infrared spectroscopy systems made intensity measurements at several discrete wavelengths and used the modified Beer-Lambert law to calculate changes in chromophore concentrations. The modified Beer-Lambert law assumes the optical pathlength is a greater than the optode spacing due to the multiple scattering by the tissue and accurate estimation of this pathlength is essential so that chromophore changes can be expressed in units of concentration. [11, 12] The optical pathlength is usually called the differential pathlength and has been shown mathematically to be equal to the intensity weighted mean pathlength. Measurement of this pathlength is therefore very critical in such studies and is also very important to other imaging applications. In this study, a new method to qualify mean pathlength is used and tested for validity in tomography of tissue.

In order to measure the mean pathlength as well as the transmitted light intensity, [7-10] two methods have been widely accepted. One is the time domain system, which uses picoseconds laser pulse and ultra fast detectors to record the response of biological tissues and then calculate the mean flight time and hence pathlength. The other is the frequency domain system, which is the Fourier transformation of the time-domain system and employs radiofrequency (RF) modulated laser sources and takes both intensity and phase shift measurements of transmitted light. With both systems, it is necessary to use a model to quantify the optical absorption and scattering properties of tissues. [13-16] Both time domain system and frequency domain system typically use the diffusion approximation equation to model light transport in scattering dominated medium that makes it possible to reconstruct tomographic images using numerical methods, such as the finite element method (FEM). [17] Moreover, by applying laser sources at several wavelengths, chromophore concentrations can be calculated using the known specific absorption of the chromophores.

Matcher et al have described a method to measure DP solely by a CCD full spectral system using second differential
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spectroscopy fitting. The essence of the method is to use the water absorption features in the wavelength range 650nm – 1040nm to calculate DP with an estimate of the water concentration. This type of CCD full spectral system takes a full spectrum over a large wavelength range, so it is more flexible to macroscopically capture chromophore absorption features than time domain system and frequency domain system which are limited by the choice of laser sources. However, on the other hand, it is challenging to quantify tissue with structural details due to the many wavelengths involved. Although topography is often used in spectroscopy systems, we haven’t seen any trials to reconstruct tomographic images with spectroscopy systems.

At Dartmouth both frequency domain system and CCD full spectral system have been developed.\[17, 19\] The frequency domain system has shown promising success in breast cancer application. Both the diffusion approximation model and FEM method have been implemented successfully to solve the problem of light transport in scattering dominated tissues. The full spectral system which has limited photon detection ability is designed for smaller geometry applications such as rat cerebral studies.\[20, 21\] Our earlier studies have shown the success of imaging optical properties of rat head by frequency domain system with a priori information provided by MRI machine. The present goal is to obtain tomographic images as well with our full spectral system. Since full spectral system is able to estimate the DP and DP is equivalent to phase shift measured by frequency domain system, an intuitive question comes out, “Can we map CCD full spectral system measurements into frequency domain system to provide a means to fit for absorption coefficients and scattering coefficients with our current frequency domain system FEM approach?” This forms the hypothesis which will be tested in this study.

\[12\] Arridge et al have demonstrated the difference of intensity at 100 MHz and zero frequency was very small, which implies that the attenuation obtained in full spectral system is equivalent to the intensity in frequency domain system. If we could match the DP estimated in full spectral system to DP calculated from phase shift in frequency domain system, we are therefore able to implement the image reconstruction method of frequency domain system to full spectral system. (To make the expression simpler, we named the DP estimated in full spectral system as DPW and the DP calculated from phase shift in frequency domain system as DPP.) Keeping this goal in the mind, we will discuss the method to obtain DPW in full spectral system, how the DPW agrees and disagrees with DPP in different circumstances and propose a strategy to solve the disagreement.

2. METHODS

2.1 Estimate the differential pathlength in a homogeneous medium

In this section, we will introduce the method we use to get an estimate of the differential pathlength (DPW) in a homogeneous medium with our full spectral system, especially focusing on the mathematical model and assumptions and approximations we make during the process.\[22\] Although this method inherits the method that has been discussed by Matcher et al, some modifications have been made and therefore it is necessary to address the method in detail here. In non-scattering media, the relationship between the concentration of absorbing chromophores and attenuation can be modeled by a standard Beer Lambert law that states that the attenuation (A) is proportional to the product of the molar extinction coefficient, the chromophore concentration (C) and the optical pathlength (P). In a strongly scattering medium such as tissue, this simple expression does not hold because the light takes multiple paths between transmit and receive optodes so that there is no single optical pathlength.\[18, 23\] Many people, like Matcher et al, Kohl et al, typically used a modified Beer-Lambert law (Eq. 1) to address the scattering effect on the attenuation.

$$A = \gamma \mu_s l + G$$  \hspace{1cm} (1)

Here A is the attenuation, l is the optode spacing and G is a term to describe the scattering losses. The term $\gamma$ describes the effect of the mean pathlength of photons being increased by multiple scattering, which is conventionally termed the differential pathlength factor (DPF). The product of $\gamma$ and l is the differential pathlength. Within the framework of the modified Beer-Lambert law, the attenuation is linear with respect to $\mu_s$ though, in reality, both $\gamma$ and G are function of $\mu_s$ and $\mu_a$. Matcher et al have described how to use second-differential analysis based on the modified Beer Lambert law together with the water concentration knowledge to provide an estimate of differential pathlength. Although we inherited their method, we use a mathematically more rigorous derivation where the assumptions are more transparent and easier to examine. We start our approach from the direct mathematical expansion of attenuation $A(\mu_s, \mu_a) = -\ln(I / I_0)$, where I is the intensity.
This approximation only holds when $\Delta \mu_a$ and $\Delta \mu_s$ are small. In general it is assumed that $\Delta \mu_a$ is zero in which case this equation resembles the modified Beer Lambert Law. Therefore, the measured change of attenuation is the product of a small change of absorption and differential pathlength (DP). Because the attenuation is determined by the optical properties $(\mu_a(\lambda), \mu_s(\lambda))$ and both of absorption and scattering coefficients are wavelength dependent, so the attenuation also is wavelength dependent. For the second differential analysis, we can expand $A(\mu_a(\lambda), \mu_s(\lambda))$ with respect to $\lambda$ as:

$$\frac{\partial^2 A}{\partial \lambda^2} = \frac{\partial A}{\partial \mu_a} \frac{\partial^2 \mu_a}{\partial \lambda^2} + \frac{\partial^2 A}{\partial \mu_a^2} \left( \frac{\partial \mu_a}{\partial \lambda} \right)^2 + \frac{\partial A}{\partial \mu_s} \frac{\partial^2 \mu_s}{\partial \lambda^2} + \frac{\partial^2 A}{\partial \mu_s^2} \left( \frac{\partial \mu_s}{\partial \lambda} \right)^2$$

(Note that the independent variables within $A$ now left out for clarity of presentation.) Eq. 3 is 2nd differential expressions of attenuation with respect to wavelength respectively. It has been found that, with the chromophores present in tissue and with the weak wavelength dependence of scattering coefficient of tissue, the last three terms are small compared to the first term. If these terms are neglected, it gives the equation:

$$\frac{\partial^2 A}{\partial \lambda^2} \approx \frac{\partial A}{\partial \mu_a} \frac{\partial^2 \mu_a}{\partial \lambda^2}$$

However, now this equation has been derived without any assumption that $A$ is linear with respect to $\mu_a(\lambda)$. Recall that the absorption coefficient is determined by the makeup of the chromophores (Eq. 5), ($N_c$ : number of chromophores)

$$\mu_a = \sum_{i=1}^{N_c} (C_i \varepsilon_i)$$

So if the second-differential of absorption coefficient is determined by Eq. 6:

$$\frac{\partial^2 \mu_a}{\partial \lambda^2} = \sum_{i=1}^{N_c} \left( C_i \frac{\partial^2 \varepsilon_i}{\partial \lambda^2} \right)$$

Substituting Eq. 6 into Eq. 5, it yields:

$$\frac{\partial^2 A}{\partial \lambda^2} = \sum_{i=1}^{N_c} \left( \frac{\partial A}{\partial \mu_a} \cdot C_i \frac{\partial^2 \varepsilon_i}{\partial \lambda^2} \right)$$

Replacing $\partial A / \partial \mu_a$ with the label $DP$, we get below:

$$\frac{\partial^2 A}{\partial \lambda^2} = \sum_{i=1}^{N_c} \left( DP \cdot C_i \frac{\partial^2 \varepsilon_i}{\partial \lambda^2} \right)$$

If we discretize it into a certain wavelength range $\lambda_i$ ($i = 1, \ldots, n$), we could get a matrix form:

$$\begin{bmatrix}
\frac{\partial^2 A}{\partial \lambda_1^2} \\
\vdots \\
\frac{\partial^2 A}{\partial \lambda_n^2}
\end{bmatrix}
= \begin{bmatrix}
DP(\lambda_1) \cdot \frac{\partial^2 \varepsilon_1}{\partial \lambda^2} (\lambda_1) & \ldots & DP(\lambda_1) \cdot \frac{\partial^2 \varepsilon_{N_c}}{\partial \lambda^2} (\lambda_1) \\
\vdots & \ddots & \vdots \\
DP(\lambda_n) \cdot \frac{\partial^2 \varepsilon_1}{\partial \lambda^2} (\lambda_n) & \ldots & DP(\lambda_n) \cdot \frac{\partial^2 \varepsilon_{N_c}}{\partial \lambda^2} (\lambda_n)
\end{bmatrix}
\begin{bmatrix}
C_1 \\
\vdots \\
C_{N_c}
\end{bmatrix}$$

The vector on the left side is the second-differential attenuation spectrum in this wavelength range which can be calculated from the attenuation spectrum measurement, the n-by-$N_c$ matrix on the right side is the second-differential extinction coefficients spectra weighted by DP and the right side vector is the unknown chromophore concentrations. In figure 1, we plot the theoretical DP with respect to wavelength $\lambda$ in a practical setup. Obviously, because the DP is wavelength-dependent, it seems this problem cannot be solved for either DP or C. To simplify the problem, we make the approximation that $DP(\lambda)$ is constant over a small wavelength range and use a single value, $\overline{DP}$, to represent $DP(\lambda)$ in this wavelength range, so that Eq. 9 can be transformed to:
The variation with wavelength illustrates the need to quantify this value at all possible wavelength. This approximation is quite reasonable and accurate when the variation of DP in this wavelength range is small or the second-differential extinction coefficient spectrum has a significant feature at certain wavelength. Now, the right side matrix turns to the second differential extinction coefficient spectra which are well known. Applying multilinear regression method, we can obtain $\overline{DP}$ scaled concentrations, $\overline{DP} \cdot C_i$ ($i = 1, \cdots, N_c$). Since one of the important chromophores, water, can be measured by other technologies accurately (i.e., the water concentration $C_w$ is well known) $\overline{DP}$ can be extracted out from $\overline{DP} \cdot C_w$. Consequently other chromophore concentrations could also be derived. We define this estimate of $\overline{DP}$ as DPW, which is the differential pathlength at the wavelength of a water peak.

Examining the second differential spectrum of the water extinction coefficient, three significant features exist in the near infrared range, respectively near 720nm, 820nm and 950nm. In our full spectral system, we choose ranges 700-800nm and 800-880nm to fit based on Eq. 9. Therefore, DPW around 720nm and 820nm can be estimated. Figure 1 tells us the wavelength dependence of DP in 800-880nm range is relatively small, therefore we expect this estimated DPW would be quite similar to the actual DP around 820nm. However, the estimated DPW in 700-800nm range is expected to be different to the actual DP around 720nm, since the relation between DP and wavelength is more complex in this range and there is a large hemoglobin (Hb) feature in the second differential extinction coefficient spectrum that would bring some crosstalk to the multilinear regression and lead to poor estimate of DPW. To test our hypotheses, we perform a series of experiments simulated by our FEM forward problem solver which is based on diffusion approximation. Measurements for both full spectral system and frequency domain system will be generated by this forward solver and DPW will be calculated using full spectral system method then compared with the actual DP predicted by the phase shift in frequency domain system. There are many reasons that lead us to choose a FEM forward solver to simulate data. Since our ultimate goal is to use FEM inverse problem solver to help us reconstruct images in full spectral system and both the FEM forward and inverse solvers have been proved to be effective in many applications, using FEM forward solver to perform experiments not only makes it easier to compare full spectral system and frequency domain system but also gives us a well controlled environment.

2.2 Estimate of the differential pathlength in a heterogeneous medium

The previous discussion was limited to a homogeneous medium. In a more practical situation, one could divide the object into small nodes. The partial differential pathlength ($PDP_j = \partial A / \partial x_n$) and makeup of chromophores ($C_i$). Here $i = 1, \cdots, N_c$; $j = 1, \cdots, N_n$ ($N_n$ : number of nodes).

$$DP = \sum_{j=1}^{N_n} PDP_j$$ (11)
The summation of partial differential pathlength is believed to be the differential pathlength. Eq. 4 therefore should be changed to:

$$\frac{\partial^2 A}{\partial \lambda^2} \approx \sum_{j=1}^{N_n} \left( \frac{\partial A}{\partial \mu_{a,j}} \cdot \frac{\partial^2 \mu_{a,j}}{\partial \lambda^2} \right)$$

(12)

And Eq. 7 and Eq. 8 now become:

$$\frac{\partial^2 A}{\partial \lambda^2} = \sum_{j=1}^{N_n} \left[ PDP_j \cdot \sum_{i=1}^{N_c} (C_{i,j} \frac{\partial^2 \mu_{i,j}}{\partial \lambda^2}) \right]$$

(13)

$$\frac{\partial^2 A}{\partial \lambda^2} = \sum_{j=1}^{N_n} \left[ PDP_j \cdot \sum_{i=1}^{N_c} (C_{i,j} \frac{\partial^2 \mu_{i,j}}{\partial \lambda^2}) \right]$$

(14)

If we use the same fitting method and assumptions made above, the value of $\sum_{j=1}^{N_n} (PDP_j \cdot C_{w,j})$ can still be estimated. The value from the measurements is the summation of water concentration weighted partial differential pathlength, if we keep using the average water concentration.

$$\text{DPW} = \frac{\sum_{j=1}^{N_n} (PDP_j \cdot C_{w,j})}{N_n \sum_{j=1}^{N_n} C_{w,j}}$$

(15)

Obviously, this approximation will deviate far from the true value when the water heterogeneity is remarkable as people have shown. Therefore, we cannot get very accurate DP estimate directly from the measurement unless the water concentration distribution is homogeneous over all the sub regions. In this paper, we also will carry out some experiments on the water heterogeneous phantom to show such deviation if using Eq. 15.

2.3 Estimate the differential pathlength using sensitivity function weighted water concentration

In reality, we are always faced with heterogeneous situations. No matter the case of arm measurements or our case of brain measurements, tissues are layered as skin, muscle, bone and regions due to pathologies. Each layer has different water concentrations. To take this effect upon the DP estimate into account, we want to introduce one possible solution. First, using the definition of DP, differential pathlength is the change of attenuation resulted from a small change of $\mu_a$ ($\partial A / \partial \mu_{a,j}$) [25]. In frequency domain system, there is a very similar term called the sensitivity function (also called the Jacobin matrix, see Eq. 16) which relates the change in the boundary data (either intensity I or phase $\theta$) with respect to a small change in either $\mu_a$ or $\kappa$ (diffusion coefficient). The sensitivity between log of intensity and $\mu_a$ is part of the sensitivity function. (M: number of measurements)

$$J = \begin{vmatrix}
\delta \ln I_1 & \delta \ln I_1 & \ldots & \delta \ln I_1 & \delta \ln I_1 & \ldots & \delta \ln I_1 \\
\delta \kappa_1 & \delta \kappa_2 & \ldots & \delta \kappa_n & \delta \kappa_1 & \ldots & \delta \kappa_n \\
\delta \theta_1 & \delta \theta_2 & \ldots & \delta \theta_1 & \delta \theta_2 & \ldots & \delta \theta_1 \\
\delta \ln I_2 & \delta \ln I_2 & \ldots & \delta \ln I_2 & \delta \ln I_2 & \ldots & \delta \ln I_2 \\
\delta \kappa_1 & \delta \kappa_2 & \ldots & \delta \kappa_n & \delta \kappa_1 & \ldots & \delta \kappa_n \\
\delta \theta_1 & \delta \theta_2 & \ldots & \delta \theta_1 & \delta \theta_2 & \ldots & \delta \theta_1 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\delta \ln I_M & \delta \ln I_M & \ldots & \delta \ln I_M & \delta \ln I_M & \ldots & \delta \ln I_M \\
\delta \kappa_1 & \delta \kappa_2 & \ldots & \delta \kappa_n & \delta \kappa_1 & \ldots & \delta \kappa_n \\
\delta \theta_M & \delta \theta_M & \ldots & \delta \theta_M & \delta \theta_M & \ldots & \delta \theta_M \\
\end{vmatrix}$$

(16)
Clearly, $\frac{\delta \ln I}{\delta \mu_{a,j}}$ is equal to $-\frac{\partial A}{\partial \mu_{a,j}}$ since the attenuation is the difference of log of intensity between at detector and at source. Therefore the partial differential pathlength should be modeled by the nodal sensitivity function. If we sum the sensitivity at all nodes, we should get the DP:

$$DP = \sum_{j=1}^{Nn} PDP_j = -\sum_{j=1}^{Nn} \frac{\delta \ln I}{\delta \mu_{a,j}}$$

(17)

In this paper, we will calculate the Jacobin matrix with our FEM solver and compare the DP calculated by Eq. 17 with the DP calculated from phase shift measurement to examine this conclusion. (We named this DP derived from Jacobin matrix as DPJ.)

Instead of using average water concentration to estimate DP in Eq. 15, we will use a new term to compensate the water inhomogeneity.

$$C_w = \frac{\sum_{j=1}^{Nn} \delta \ln I \cdot C_{w,j}}{\sum_{j=1}^{Nn} \delta \ln I}$$

(18)

This term is sensitivity weighted mean water concentration. Here, $C_{w,j}$ is the water concentration map we could get from MRI. $\frac{\delta \ln I}{\delta \mu_{a,j}}$ is the sensitivity function we could calculate based on our initial guess of optical properties. This initial guess also could utilize a priori information endowed by MRI. Then we could modify Eq. 15 with this new term $C_w$.

$$DPW = \frac{\sum_{j=1}^{Nn} (PDP_j \cdot C_{w,j})}{C_w} = \frac{\sum_{j=1}^{Nn} (PDP_j \cdot C_{w,j}) \cdot \sum_{j=1}^{Nn} \delta \ln I}{\sum_{j=1}^{Nn} (\frac{\delta \ln I}{\delta \mu_{a,j}} \cdot C_{w,j})}$$

(19)

Clearly, if we could iteratively update the modeled optical properties in FEM until they match the true value, the denominator in the above equation will be canceled by the first term in the numerator which is the value obtained by full spectral system. The remaining equation becomes:

$$DP = -\sum_{j=1}^{Nn} \frac{\delta \ln I}{\delta \mu_{a,j}}$$

(20)

This is the accurate solution of DP. At the same time, we also get the optimal solution of optical properties ($\mu_{a,j}^*$). Therefore, an iterative algorithm is needed to make the model converge to the true value. In the first step, the intensity measurement ($I$) and water weighted differential pathlength ($\sum_{j=1}^{Nn} (PDP_j \cdot C_{w,j})$) could be measured from full spectral system. With the water map and initial guess of optical property maps, we could use Eq. 19 to calculate an estimate of DP. Then we convert this estimate (DPW) into a phase estimate ($\tilde{\theta}$). Comparing $\tilde{\theta}$ and the intensity measurement $I$ with model calculated $\theta_{\text{mod}}$ and $I_{\text{mod}}$, we can use the difference to update optical properties $\mu_a$ or $\kappa$. Finally, going back to use Eq. 19 again to calculate DPW. This is iteratively repeated until the problem converges, and finally the optical properties maps are obtained.

3. EXPERIMENTS AND RESULTS

3.1 Comparison of DPW and DPP in homogenous phantom
Since the experiment data is simulated by the FEM forward solver, we need to define the geometry, source and detector positions and create mesh for it. In the first series of experiments, we will focus on homogenous phantoms. Figure 2 shows the mesh of a homogenous phantom and one source and 8 detectors are drawn as star and circles respectively on the mesh. The diameter of this circular phantom is 30mm and meshed with 1785 nodes. The makeup of the phantom is oxy-hemoglobin (HbO), deoxy-hemoglobin (Hb), water and intralipid and the concentrations of these components are chosen in the range similar to the values typical of rat brain.\cite{26, 27} Since the optical properties of these components have been measured (Optical properties paper), we calculated the absorption coefficient spectrum $\mu_a(\lambda)$ using Eq. 5 and the extinction coefficient spectra of Hb, HbO and water and we also calculated the scattering coefficient spectrum $\mu_s'(\lambda)$ by assuming all the scattering is caused by intralipid. Based on these optical properties ($\mu_a(\lambda)$, $\mu_s'(\lambda)$), the intensity spectrum $I(\lambda)$ and phase shift spectrum $\theta(\lambda)$ for each source detector pairs were calculated by FEM forward solver at each wavelength from 650nm to 1040nm with interval of 1/3nm. Then use the intensity spectrum to yield the simulated attenuation spectrum $A(\lambda)$ for full spectral system. We fit every 40nm width attenuation spectrum to a 3-order polynomial, so that the second differential value at the midpoint of this sliding window was calculated. Because the wavelength is even sampled, we could convert such fitting algorithm to convolute with a fixed matrix, therefore the speed of calculation was very fast. This method is also a smoothing process which could weaken the influence of noise to the second differential spectrum. Next we calculated DPW around 720nm and 820nm using the method discussed in the first part of method section. Finally, we compared these two DPW with the DP calculated from the phase shift at 720nm and 820nm for different phantom setup. Moreover, noise was added to test the robustness of the algorithm.

![Figure 2](image)

Figure 2, (a) Left: mesh of homogeneous phantom. The detector positions are shown by small circles. The source position is shown by a cross. (b) Right, the heterogeneous phantom

![Figure 3](image)

Figure 3, (a) Left, simulated attenuation spectra at all detectors, (b) Right, simulated phase spectra at all detectors. (For experiment 1)

<table>
<thead>
<tr>
<th>Index</th>
<th>$C_t$ (uM)</th>
<th>$Sa$ (%)</th>
<th>Water (%)</th>
<th>Intralipid (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>120</td>
<td>70</td>
<td>85</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>70</td>
<td>85</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>120</td>
<td>65</td>
<td>85</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>120</td>
<td>70</td>
<td>80</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>65</td>
<td>80</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Simulation experiment setups for the homogeneous phantom. Here $C_t$ is the total hemoglobin concentration. $Sa$ is the oxygen saturation.
Figure 4, (a) Left: second differential spectra of extinction coefficients (weighted by concentrations), (b) Right: second differential spectrum at all detectors (for experiment 1).

Figure 5, (a) Left: Comparison of DP estimated by water peak (DPW), DP calculated by phase shift (DPP) and Physical Distance (chord) at 720nm feature, (b) Right: of DPW, DPP, and optode separation at 820nm feature.

Table 1 lists the setups of 5 homogeneous experiments, index from 1 to 5. Ct is the concentration of total hemoglobin. Sa is the oxygen saturation. The 1st experiment is the start point. The 2nd to 4th were experiments with changing only Ct, Sa, Water respectively. The 5th was changing those three together. Figure 3 shows the attenuation spectrum and phase shift spectrum calculated by the FEM forward solver at all detectors (different lines) for experiment 1. Detector 1 is the nearest one and Detector 8 is the opposite one to the source. Figure 4 shows the second differential spectra of extinction coefficients (a) and attenuation (b) respectively. Figure 5 (a) shows the comparison of DPW, DPP, optode separation (chord) and differential pathlength factor (DPF = DP/chord) at all the detectors for fitting in 700-800nm range. Figure 5(b) is the same as the Figure 5 (a) instead for 800-880nm range. We can see that the differential pathlength estimated using water features is very close to that calculated from the phase shift for the 820nm water feature, while not for the 720nm water feature. This result agreed with our hypotheses made in the previous section. The same procedure is performed on all the phantoms listed in Table 1. The mean and standard deviation (STD) of the difference between DPW and DPP were analyzed and summarized in Table 2 for all these experiments. We found that the difference at 820nm was very small (less than 1%) and consistent with different detector positions, however, the difference at 720nm was large. This encouraging finding proved our assumption that the differential pathlength estimated in full spectral system is equivalent to the phase shift measurement in frequency domain system at least for homogeneous phantom and implied it’s possible to reconstruct an image using FEM inverse solver.

We applied second differential analysis during our process, so it implied noise may have a big impact on the second differential spectrum. To test the effectiveness of noise reduction in our algorithm, we added 0.1% of Gaussian distributed random noise into the attenuation spectrum. Although the mean difference between DPW and DPP did increase for a single measurement, it dropped significantly when we averaged 20 measurements. The comparison is shown in Table 3. Averaging is a very common process we use in reality, therefore the noise issue should not be an obstacle to precede this
Table 2, Statistical estimates from the experimental results, showing mean and standard deviation values.

<table>
<thead>
<tr>
<th>Index</th>
<th>Difference of DP (720nm)</th>
<th>Difference of DP (820nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (%)</td>
<td>STD</td>
</tr>
<tr>
<td>1</td>
<td>11.12</td>
<td>0.0032</td>
</tr>
<tr>
<td>2</td>
<td>8.66</td>
<td>0.0032</td>
</tr>
<tr>
<td>3</td>
<td>10.8</td>
<td>0.0032</td>
</tr>
<tr>
<td>4</td>
<td>11.9</td>
<td>0.0031</td>
</tr>
<tr>
<td>5</td>
<td>9.08</td>
<td>0.0031</td>
</tr>
</tbody>
</table>

Table 3, Estimates of the noise impact upon the estimation of Differential Pathlength (DP) and the reduction in the error that can be achieved by averaging of 20 measurements.

<table>
<thead>
<tr>
<th>Difference of DP (820nm) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (%)</td>
</tr>
<tr>
<td>Single measurement</td>
</tr>
<tr>
<td>Average of 20</td>
</tr>
</tbody>
</table>

3.2 Comparison of DPW and DPP in heterogeneous phantom

Beyond the homogeneous model, we did the same procedure for a series of heterogeneous phantom, either the total Hb heterogeneous phantom or water heterogeneous phantoms. In Figure 2 (b), we show the geometry of the heterogeneous phantom. A circular region with 5mm radius is added at the midpoint between center and boundary. 5 experiments were carried out. First one is the homogeneous phantom as our initial setup. In second experiment, we doubled the total Hb ($C_t$) concentration of the circular region. In the next three experiments, we decreased the water concentration in the circular region by 5% per experiment. The DPW was calculated using Eq. 15. We plot the difference between DPW and DPP of 820nm at all detector positions for all these 5 experiments in Figure 6. Clearly increase of water heterogeneity would also increase the difference between DPW and DPP. We also observed an increase in the case that $C_t$ was doubled, however this increased difference was relatively small compared to the actual DP changes when doubled $C_t$ while not for the water heterogeneous cases. Moreover, 5% water heterogeneity led to the similar error as 100% $C_t$ heterogeneity. Therefore, the water heterogeneity would be more critical to our mapping from DPW to DPP.

![Figure 6](image_url)

Figure 6, Illustration of the influence of heterogeneity upon the mean difference between DPW and DPP when varying the total hemoglobin concentration ($C_t$) or water concentration of a circular region in the homogeneous phantom. The background $C_t$ was 100µM and water was 85%. 1st: homogeneous case, 2nd: doubled $C_t$ = 200µM, 3rd: 80% water, 4th: 75%, 5th: 70%.

3.3 Comparison of DP derived from sensitivity function and DPP

Further, we performed some experiments to compare the relationship between the sensitivity function (log intensity to $\mu_a$) and DP calculated from phase shift to examine our guess made in Eq. 19. We tested three phantoms. Phantom 1 is a homogeneous phantom as shown in Figure 1 with $\mu_a = 0.01mm^{-1}$ and $\mu'_s = 1.0mm^{-1}$. Phantom 2 is added a circular...
region (shown in Figure 7(a)) ($\mu_a = 0.02 \text{mm}^{-1}$) to the Phantom 1. Phantom 3 is added three circular regions (shown in Figure 7(b)). The right top region: $\mu_a = 0.02 \text{mm}^{-1}$; the bottom region: $\mu_a = 0.03 \text{mm}^{-1}$; the left top region: $\mu_s = 1.5 \text{mm}^{-1}$.

Here, we defined the DP calculated by Eq. 16 from Jacobin matrix as DPJ. In Figure 8, we compared DPJ and DPP for these three phantoms and we also plotted the identical line to demonstrate how DPJ agreed with DPP. We used $1^\text{st}$ polynomial to fit the relationship between DPJ and DPP, and we found the slope was less than $1.0001$ for all the phantoms. Therefore, the DP derived from the sensitivity function (Jacobin matrix) is equivalent to the DP calculated from phase shift. This important discovery would make the strategy we discussed in previous section possible.

$$10^{-2} = \mu_a$$
$$10^{-2} = \mu_s$$
$$10^{-3} = \mu_a$$

Figure 7, (a) Left: Phantom 2, a circular region: $\mu_a = 0.02 \text{mm}^{-1}$, (b) Right: Phantom 3, the right top region: $\mu_a = 0.02 \text{mm}^{-1}$; the bottom region: $\mu_a = 0.03 \text{mm}^{-1}$; the left top region: $\mu_s = 1.5 \text{mm}^{-1}$. Background: $\mu_a = 0.01 \text{mm}^{-1}$ and $\mu_s = 1.0 \text{mm}^{-1}$

Figure 8, DPP (DP calculated from phase shift) vs. DPJ (DP calculated by summing Jacobin matrix) for phantoms 1, 2, 3, showing the linear agreement between the two estimates of differential pathlength.

4. DISCUSSION

We want to further our discussion based on the simulation results. In the first series of experiments, we showed our success to match DP estimated from water feature in full spectral system to the DP calculated from phase shift measurements in the frequency domain system. We also demonstrated that the wavelength range chosen to fit data affected the estimates greatly. The estimate from the 800-880nm range is more accurate than that of the 700-800nm range. This discrepancy was expected from our supposition made in the methods section. In the 700-800nm range, there is a large second-differential feature of deoxy-hemoglobin which generates some crosstalk in water feature and the noticeable wavelength-dependence of DP deteriorates the estimate, while this doesn’t happen in the 800-880nm range and therefore we could get an accurate estimate of DP around the water feature.

In our simulations, we also considered more practical situations. We added some noise to the attenuation measurements to simulate the environment we faced with in full spectral system. Although the estimate was greatly influenced by the noise, we were still able to almost eliminate it by simple signal processing.
In the second series of experiments, we demonstrated the impacts of heterogeneity. The results agreed with our expectations discussed in the methods section. It proved that the water heterogeneity would be the most significant factor to our mapping from DPW to DPP. Although we also saw the deviation with increasing hemoglobin concentration, it does not appear to be a critical problem, since the variation of DP with double total hemoglobin is also very large. Moreover, if we just made smaller changes of Ct instead of doubling, much smaller deviation would be observed.

In the last series of experiments, we furthered our study into the relationship between the sensitivity function and the DP. We have verified that the summation of $\frac{\delta \ln I}{\delta \mu_{a,j}}$ in the sensitivity function is equivalent to the DP independent of the phantom used. This strengthens our confidence that the iterative method to reconstruct images with the CCD full spectral system will be successful.

5. CONCLUSIONS

In this paper, we found that the differential pathlength estimated in the spectroscopy system was almost equivalent to the phase shift measurement in frequency domain system for water homogeneous phantoms. For water heterogeneous cases, we also proposed a possible solution with testing some fundamental problems. We believe that we could map the measurements of CCD full spectral system into frequency domain system. Therefore, we would be able to utilize the finite element method solver to reconstruct tomographic images in the CCD full spectral system. If these development bear out to be true in experiments, this approach will provide the first viable method to reconstruct images of absorption and scattering coefficient from measurements of continuous wave spectral data.
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