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ABSTRACT

In this work a generalization of the approach allowing time-domain (TD) excitation and fluorescence data to be generated using a finite element model (FEM) is introduced. This new functionality allows simulation of temporal point-spread functions (TPSF) for a heterogeneous scattering and absorbing media of arbitrary geometry. In the first part of this paper, the approach used to develop a computationally efficient model for solving the time-dependent diffusion equation for excitation and fluorescence data is presented. In the second part, a detailed theoretical evaluation of the method is given by comparing the developed FEM simulations with analytical and Monte Carlo data. The total fluence (intensity data), shows qualitative match whereas meantime of flight is almost identical among the three models for both excitation and emission data. The results show that the model is reliable and warrants its use for future TD applications where diffusion modelling can be used.

Keywords: Light propagation in tissues, FEM, Fluorescence, Time-resolved imaging.

1. INTRODUCTION

NIRFAST is an open source software package designed for modeling near infrared (NIR) light transport in biological tissue based on the diffusion equation obtained with a finite element method (FEM). The current version of NIRFAST allows simulations of continuous wave (CW) and frequency domain fluorescence signals for both intrinsic and extrinsic models. In this work we introduce a generalization of the approach allowing time-domain excitation and fluorescence data to be generated. This new functionality allows simulation of temporal point spread functions (TPSF) for heterogeneous scattering and absorbing media of arbitrary geometry.

For clinical applications, this technique can potentially be used to develop a non-invasive in vivo molecular imaging technique that not only allows real-time viewing of cellular activity but also is able to extract time related pathophysiological information from biological tissue. The technique could be applied for diseases such as cancers detection and diagnosis at a very early stage in comparison with other imaging or detection modalities that require months or years for tumors to grow to be detectable. This provides the advantages for faster treatment of the diseases and better therapeutic monitoring and outcomes. In addition, the model in practice could also potentially be used to accelerate drug discovery and development due to it is ability of nearly real-time viewing of cellular activity.

Time domain NIR fluorescence imaging is a novel functional imaging technique whereby a region of interest is irradiated by a NIR excitation light source and the emitted fluorescence light together with the transmitted and/or
reflected light at excitation is used to allow spatial distributions of fluorophores and/or other structures in tissues to be imaged\textsuperscript{11-20}. In comparison with the technique being performed using CW and/or in frequency domain\textsuperscript{1, 18, 21-26}, the time domain technique has shown to provide more quantitatively accurate results within image reconstruction\textsuperscript{27} and particularly from the point of view of spatial resolution. More specifically, since time domain measurement data implicitly contains all modulation frequencies from frequency domain measurement, it should therefore provide much more information regarding the underlying optical properties\textsuperscript{28}. Niedre et al\textsuperscript{29} have demonstrated that significant resolution improvements in the image reconstructions can be achieved by the use of early photons for fluorescence tomographic imaging of lung tumors in mice \textit{in vivo}. Further studies have also shown that when transmitted through the torso of a mouse, early photons were significantly less diffuse than quasi-cw photons which allowed an improved visualization of fluorescent targets for individual optical projections and reconstructed tomographic images\textsuperscript{17}. Leblond et al\textsuperscript{16} have also demonstrated that the measurement of early photons allows the improvement of spatial resolution, since it allows the retention of imaging singular modes corresponding to higher spatial frequencies in the image reconstruction problem.

To date, some work relating to time resolved fluorescent modeling has been done; however, they are mostly centered on 2D models\textsuperscript{12, 13}, and most have been developed for frequency domain systems\textsuperscript{24, 25}. The algorithms and techniques presented in this paper are developed for 3D fluorescent models using FEM for time resolved propagation of NIR light. In addition, analytical solutions\textsuperscript{15, 18} and Monte Carlo (MC)\textsuperscript{20} models have also been used for simulations of 3D fluorescent light propagation in time domain. The analytical solutions provide fast and computationally efficient solutions but suffer from the drawback that they can only be applied for simple homogeneous geometries. The MC models although can be applied for complex geometries, they are very time and computationally expensive to have stable responses\textsuperscript{30, 31}. The FEM model introduced in this paper not only can have fast computation but also can be applied for complex heterogeneous geometries.

In the first part of this paper we present the theory used to develop the computationally efficient approach for solving the time-dependent diffusion equation for both excitation and fluorescence data based on FEM. In the second part, a detailed evaluation of the method is presented through comparing FEM numerical simulations with analytical solutions and Monte Carlo simulations.

2. METHOD AND RESULTS

2.1 Theory and Development

The basic theory of the model is the Diffusion Approximation (DA) in time domain. Let the subscripts $x$ and $m$ denote the excitation and emission wavelengths respectively, within a heterogeneous fluorescent turbid medium, $\Omega$ which is externally excited by an ideal ultra-short point source (i.e. $\delta$-shaped in space and time). The propagation of both excitation and emission light in the medium can be respectively modeled by the coupled time-domain diffusion equations:

\begin{equation}
\nabla \cdot (k_x(r) \nabla - (\mu_x(r) + \mu_{\text{abs}}(r)) c \frac{\partial}{\partial t}) \phi_x(r, r_s, t) = -\delta(r - r_s, t) \tag{1}
\end{equation}

\begin{equation}
\nabla \cdot (k_m(r) \nabla - \mu_{\text{em}}(r) c \frac{\partial}{\partial t}) \phi_m(r, r_s, t) = -\frac{\eta(r)}{\tau(r)} c \left[ \phi_x(r, r_s, t) \otimes e(\tau(r), t) \right] \tag{2}
\end{equation}
where $\phi_v(r, r_s, t)$ ($v \in \{x, m\}$) is the temporally and spatially varying photon density at time $t$ and position $r$, corresponding to a $\delta$-shaped source at position $r_s$; the optical properties involved are the absorption coefficient, $\mu_v(r)$ and the diffusion coefficient, $\kappa_v(r, t) = 1 / (3(\mu_v(r) + \mu_s(r)))$, where $\mu_s(r)$ is the reduced scattering coefficient at the two wavelengths, respectively; the fluorescent parameters are the absorption coefficient of the fluorophore at the excitation wavelength, $\mu_{afx}(r)$, the lifetime, $\tau(r)$, and the quantum efficiency, $\eta(r)$; $e(t, \tau) = e^{-t/\tau}U(t)$ with $U(t)$ being a unit-step function; the operator, $\otimes$, denotes the temporal convolution. In order to more precisely perform the modelling, it should be pointed out that absorption by the fluorophore at the excitation wavelength (i.e. $\mu_{afx}(r)$ in Eq. 1) has to be taken into account as well, since the medium has fluorophore embedded within it.

In order to solve both the excitation (Eq. 1) and emission (Eq. 2) equations at time step $k$ based on FEM, according to the work from Arridge et al\textsuperscript{11}, Eq. 1 can be derived as:

$$ A_x \phi_{x(k+1)} + B_x \phi_{x(k)} = Q_{x(k)}^{(e)} $$

which can be re-written as:

$$ \begin{cases} 
A_x \phi_{x(k)} = Q_{x(k)}^{(e)} & \text{as } \phi_{x(k)} = 0 \\
A_x \phi_{x(k+1)} = -B_x \phi_{x(k)} & \text{as } Q_{x(k)}^{(e)} = 0 \text{ when } k \geq 1
\end{cases} \quad (4) $$

where

$$ A_x = \frac{1}{2} K(\kappa) + \frac{1}{2} C(\mu_{afx}) + \frac{1}{\Delta t} M $$

$$ B_x = \frac{1}{2} K(\kappa) + \frac{1}{2} C(\mu_{afx}) - \frac{1}{\Delta t} M \quad (5) $$

$K$, $C$ and $M$ are the FEM matrices and $Q$ is the source term, given by:

$$ K_{ij} = \int_{\Omega} \kappa_j(r) \nabla \psi_i(r) \cdot \nabla \psi_j(r) d\Omega $$

$$ C_{ij} = \int_{\Omega} \mu_{afx}(r) c \nabla \psi_i(r) \nabla \psi_j(r) d\Omega $$

$$ M_{ij} = \int_{\Omega} \psi_j(r) \psi_i(r) d\Omega $$

$$ Q_{x}(t) = \int_{\Omega} \psi_j(r) q_x(r,t) d\Omega \quad (q_0 = \delta$-shaped source) \quad (6) $$

where $\psi$ is the basis function and $i, j = 1 \rightarrow V$, $V$ is the number of nodes.

Therefore, equivalently in order to model Eq. 1 using FEM, only Eq. 4 needs to be solved, which can be achieved using one Choleski decomposition for $A_x$ followed by one matrix multiplication and one Choleski forward and back substitution per time step. Matrices $A_x$ and $B_x$ are constant throughout the finite differencing procedure. More details about this approach can be referred to the work by Arridge et al\textsuperscript{11}. In terms of computational efficiency, the matrix inversion is performed using a bi-conjugate gradient solver with a pre-conditioner based on Choleski factorization only once, which significantly improves the efficiency.

For the emission case, similarly following the deviation for the excitation case, Eq. 2 can be first derived as:
\[ A_m \phi_{m(k+1)} + B_m \phi_{m(k)} = Q_{m(k+1)} \quad \text{(7)} \]

where

\[ Q_m(r) = -\frac{\eta(r)}{\tau(r)} e^{[\phi(r, r', t) \otimes e^{-i \Omega}]} \]

\[ = \begin{bmatrix} Q_{m(1)}^* \ Q_{m(2)}^* \ Q_{m(3)}^* \cdots \ Q_{m(k)}^* \end{bmatrix} \quad \text{(8)} \]

Similar to Eq. 4, Eq. 7 can be then re-written as

\[ \begin{cases} A_m \phi_{m(1)} = Q_{m(1)} & \text{as } \phi_{m(0)} = 0, \quad k = 0 \\ A_m \phi_{m(k+1)} = Q_{m(k+1)} - B_m \phi_{m(k)} & \text{for } k \geq 1 \end{cases} \quad \text{(9)} \]

where \( A_m \) and \( B_m \) are the same as those generated from Eq. 5 except with the optical properties (\( \mu_{am}, \mu_{sm} \)) used are in the emission wavelength (i.e. fluorophore sources) rather than in the excitation wavelength. In terms of solving Eq. 9, the same method that is applied for solving Eq. 4 can be used. Therefore, by following the same process that applied to model the excitation light, the propagation of emission light in time domain which is modeled by using FEM can be achieved. Additionally, the same Cholesky factorization that is used as a pre-conditioner for the excitation part can also be used for the emission case, further reducing the computational complexity.

The main different difference between the two equations (Eq. 4 and Eq. 9) is the source term on the right hand side. For the excitation case, it is simply the \( \delta \) function while it is more complex for the emission case which depends not only on the fluorescent properties but also depends on the spatially variant excitation light. In terms of performing the modeling in time domain, for the excitation, the first time step intensity (\( \phi_{t(i)} \)) can be obtained by solving the Eq. 4 with the \( \delta \) source and then the calculated solution at \( k = 0 \), is used as the source term for calculating the intensity in the next time step by solving Eq.4 again. This process will be repeated for the intensity calculations for the rest of the time steps until the end of the length of modeling time. For the emission case, the first time step intensity \( \phi_{m(i)} \) can be obtained by solving Eq. 9 with the convolution of \( \phi_{t(i)} \) and \( r \) as the source term which also depends on \( \eta \). The next time step intensity \( \phi_{m(2)} \) can also be generated by solving Eq. 2 again but with the source term depending on \( \eta \), \( \phi_{m(i)} \) and the convolution of \( \phi_{t(2)} \) and \( r \). The rest of the time step intensity \( \phi_{m(k)} (k=3, 4, 5 \cdots) \) can be then obtained by following the same process for generating \( \phi_{m(2)} \) until the end of the modeling time.

In order to obtain the TPSFs (i.e. \( \phi_t \)) of the excitation and emission using the FEM model, firstly, the medium of interest has to be modelled and discretised appropriately for the application of FEM; secondly, the FEM matrices (\( A_v \) and \( B_v \)) have to be developed, followed by one Choleski calculation to solve Eq. 4 and Eq. 9. More details about the FEM model of obtaining the intensities of both excitation and emission for all the time steps can be illustrated by a pseudo algorithm as follows:

1. **load** the mesh of medium;
2. **calculate** the FEM matrices (\( A_v \) and \( B_v \));
3. **generate** the source matrix for excitation \( (Q_x) \) for multi sources;
4. **for** all sources

\[ \begin{align*}
\text{load} & \text{ the mesh of medium;} \\
\text{calculate} & \text{ the FEM matrices (} A_v \text{ and } B_v \text{);} \\
\text{generate} & \text{ the source matrix for excitation (} Q_x \text{) for multi sources;} \\
\text{for} & \text{ all sources}
\end{align*} \]
If the excitation pre-conditioner ($R_x$) exist;
   No Calculate $R_x$ based on Choleski factorization;
   Yes continue;
end

time step $k = 1$;
solve Eq. 4 for $\phi^{(1)}_x$ using a bi-conjugate gradient solver with $A_x$, $Q_x$ and $R_x$;
time step $k > 1$;
solve Eq. 4 for $\phi^{(k)}_x$ using a bi-conjugate gradient solver with $A_x$, $B_x$ and $R_x$;
generate the source matrix for emission ($Q_m$) based on $\phi_x$, $\eta$ and $\tau$ (i.e. Eq. 8);
time step $k = 1$;
solve Eq. 9 for $\phi^{(1)}_m$ using a bi-conjugate gradient solver with $A_m$, $Q_m^{(1)}$ and $R_m$;
time step $k > 1$;
solve Eq. 9 for $\phi^{(k)}_m$ using a bi-conjugate gradient solver with $A_m$, $B_m$, $Q_m^{(k)}$ and $R_m$;
end

2.2 Theoretical Evaluation

In order to evaluate the FEM model, we have used both an analytical solution and a Monte Carlo (MC) model. This includes two parts; one performs the comparison of the TPSFs of both the excitation and emission on the same model calculated using the FEM and the analytical implementation respectively. The other one performs the same comparison on another model but using not only both the FEM and the analytical solution but also the MC model as well. In addition, the comparisons of TPSF data-types including total light fluence (intensity), mean-time of photon arrival and fluorescence to transmission ratio against source/detector distances on the same model are also presented. In all cases, a semi-infinite model was assumed for the analytical and MC solution and a 3D slab geometry for the FEM solution, with the measurements taken as the reflectance measurements as a function of distance from the source. The optical and physical properties of the two separate physical models used for comparisons are shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_{ax} = \mu_{am}$</td>
<td>0.0015 mm$^{-1}$</td>
<td>0.035 mm$^{-1}$</td>
</tr>
<tr>
<td>$\mu_{sx} = \mu_{sm}$</td>
<td>30 mm$^{-1}$</td>
<td>10 mm$^{-1}$</td>
</tr>
<tr>
<td>$g_x = g_m$</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>$\mu_{sx} \left(1 - g_x\right) \mu_{sx}$</td>
<td>6 mm$^{-1}$</td>
<td>1 mm$^{-1}$</td>
</tr>
<tr>
<td>$\mu_{sm} \left(1 - g_m\right) \mu_{sm}$</td>
<td>6 mm$^{-1}$</td>
<td>1 mm$^{-1}$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>1 ns</td>
<td>2.8 ns</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.15</td>
<td>0.1</td>
</tr>
<tr>
<td>$\mu_{ax}$</td>
<td>0.001 mm$^{-1}$</td>
<td>0.01 mm$^{-1}$</td>
</tr>
<tr>
<td>Refractive index (n)</td>
<td>1.44</td>
<td>1.33</td>
</tr>
<tr>
<td>Detector</td>
<td>1, 3, 5, 10, 15 and 26 mm from the source</td>
<td></td>
</tr>
<tr>
<td>Source</td>
<td>(0, 0, 0)</td>
<td></td>
</tr>
<tr>
<td>mesh resolution: x</td>
<td>-50:1.85 mm</td>
<td>-50:0.85:85 mm</td>
</tr>
<tr>
<td>mesh resolution: y</td>
<td>0:1.40 mm</td>
<td>0:0.85:40 mm</td>
</tr>
<tr>
<td>mesh resolution: z</td>
<td>-30:1.30 mm</td>
<td>-30:0.85:30 mm</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>40 ps</td>
<td>20 ps</td>
</tr>
<tr>
<td>$t$</td>
<td>40 ns</td>
<td>40 ns</td>
</tr>
</tbody>
</table>
\(\mu_{av}\) is the absorption coefficient, \(\mu_{sv}\) is the scattering coefficient, \(g_v\) is the scattering anisotropy factor and \(\mu_{sv}'\) is the reduced scattering coefficient at excitation \((v = x)\) and emission \((v = m)\) wavelengths respectively. \(\mu_{av}\) is the absorption coefficient of the fluorophore at excitation \((v = x)\). \(\eta\) is the fluorophore quantum efficiency which in together with lifetime \((\tau)\) represents the ability of the fluorophore of generating fluorescent light. \(n\) is the refractive index and \(t\) and \(dt\) are the total time used for each TPSF acquisition and the time step respectively. \(x, y\) and \(z\) specify the dimensions of the fluorescent slab model used for the FEM mesh.

2.2.1. Comparison with analytical solution on model 1

In order to evaluate the FEM model, the comparisons with an analytical model on the excitation and emission TPSFs of model 1 shown in Table 1 is considered. The analytical model that has been used is briefly introduced first and more details about the model can be found in the work from Patterson and Pogue\(^\text{18}\).

The excitation and emission light modelling are given respectively as:

\[
R_x(\rho, t) = \frac{z_0}{(4\pi Dc)^{3/2}} t^{-5/2} \exp\left(-\frac{\rho^2 + z_0^2}{4Dc t}\right) \exp(-\beta x t) \tag{10}
\]

\[
R_m(\rho, t) = F_{nm}(\rho, t) \otimes \frac{1}{\tau} \exp\left(-\frac{\tau}{\tau}\right) \tag{11}
\]

where

\[
F_{nm}(\rho, t) = \frac{\mu_n \eta c z_0}{(4\pi Dc)^{3/2} (\beta_x - \beta_m)} t^{-5/2} \times \exp\left(-\frac{\rho^2 + z_0^2}{4Dc t}\right) \left[\exp(-\beta_m t) - \exp(-\beta_x t)\right] \tag{12}
\]

\[
\beta_x = c (\mu_{ax} + \mu_{ix}) \\
\beta_m = c (\mu_{am} + \mu_{im}) \tag{13}
\]

\[
z_0 = \frac{1}{\mu_x (1-g)} \tag{14}
\]

\[
D \cong \frac{1}{3\mu_x (1-g)} \tag{15}
\]

where \(\mu_{ix}\) and \(\mu_{im}\) are the absorption coefficients of fluorophore at the excitation and emission wavelength respectively. \(\eta\) is the quantum efficiency of fluorophore. \(c\) is the speed of light in the medium. \(\rho\) is the detection position on the boundary from the source. The other parameters are the same as those described in Table 1. As the Eqs. 10-15 show, the analytical solutions for the excitation and emission cases are similar except the fluorescent properties (lifetime in form of the convolution of the fluorophore absorption and fluorescent quantum efficiency) which are taken into account in the emission case. These are similar to the FEM solutions which provide initial consistence with the numerical approach taken.
After performing both the FEM and analytical simulations on model 1, the calculated TPSFs of the excitation and emission at detectors 4 and 6 are shown in figure 1(a) and 1(b) respectively, which are normalized to the maximum value. As the result shows, it can be seen that all the TPSF responses vary with time with the responses at detector 4 decaying faster than those at detector 6, as expected. In addition, the excitation responses are always leading the emission responses for both detector cases. Finally the figure clearly shows that both the excitation and emission responses generated using the FEM and analytical models match very well to each other at both detectors, which initially validates that the FEM model is accurate and reliable. The number of FEM nodes and linear tetrahedral elements for model 1 are 340136 and 1944000 respectively. The running time taken by the FEM model is 54.22 minutes by using a PC with six-core ×2.2GHz AMD Opteron(tm) Processor 2427, with no parallelisation.

![Comparison of TPSFs from FEM (lines without marker) and analytical (lines with marker) simulations on model 1. Solid-blue and dashed-red lines: excitation and emission respectively with the detector located at (a) 10mm and (b) 26mm away from the source.](image)

**Figure 1.** Comparison of TPSFs from FEM (lines without marker) and analytical (lines with marker) simulations on model 1. Solid-blue and dashed-red lines: excitation and emission respectively with the detector located at (a) 10mm and (b) 26mm away from the source.

2.2.2. **Comparison with analytical and MC simulations on model 2**

In order to further evaluate the FEM model, another comparison of TPSFs of excitation and emission on model 2 whose physical and optical properties were shown in Table 1 is presented. The TPSFs are generated respectively using not only the FEM and the analytical models but also the MC model as well. The MC model is able to produce the TPSFs of the
excitation and emission from a fluorescent turbid medium; however, it is a statistical approach rather than a FEM method, which normally requires a large number of photons to be run and hence requires more time to have efficient results. Details of the algorithm can be referred to the work of Vishwanath and Mycek. The MC model is applied as it does not rely on diffusion approximation and is considered as the gold standard. With $2 \times 10^9$ photons being run in the MC simulation, the comparing TPSF results of the excitation and emission on model 2 at the same detectors as those shown in figure 1 are shown in figure 2(a) and 2(b) respectively. The number of FEM nodes and linear tetrahedral elements for model 2 are 461208 and 2645954 respectively. By using the same computer as described early, the running time taken by the FEM model is 192.28 minutes (3.2 hours), by the MC model is 16348.38 minutes (11.35 days) and by the analytical model is $5.95 \times 10^{-4}$ minute (0.036 seconds).

![Figure 2. Comparison of TPSFs from FEM (lines without marker), analytical (lines with cross) and MC (lines with circle) simulations on model2 for excitation (a) and emission (b). Solid-blue lines: detector located at 10mm away from the source; dashed-red lines: detector at 26mm.](image)

The TPSFs shown in figure 2 are normalized respectively to their maximum. The overall results of both the excitation and emission cases generated from the three models at both the detectors match well to each other. This further provides evidence that the FEM model based data is reliable. The small discrepancy shown at the early time in figure 2(a) is due to the diffusion approximation equation that is for the FEM and analytical solution is not accurate for early photons. This discrepancy exist is figure 2(b) as well although it is not clearly evident due to the scale of the axis. The MC TPSF of the
emission cases at both detectors become noisy as there are not enough fluorescent photons being generated as the medium is highly absorbing with low quantum efficiency. The data from detector at 26 mm is noisier since the detector is too far from the source and hence less photons can reach the detector. This noise can be reduced by simulating more photons; however, more computation time will be needed.

To further perform the evaluation, the comparisons of TPSF data-types which include total light fluence (intensity), mean-time of photon arrival and fluorescence to transmission ratio against source/detector distances on model 2 are presented in figures 3-5 respectively.

Figure 3 shows the comparison of the calculated total intensity (i.e. the integration of the TPSF) among the three models (FEM, analytical and MC) as a function of varying distance away from the source from 1 mm to 26 mm for both excitation and emission data respectively. The curves are normalized to the values of the MC TPSFs at 26 mm as the MC model does not rely on diffusion approximation and is considered as the gold standard. As shown, overall both the excitation and emission cases among the three methods applied show good agreements. As expected, they all reduce in an almost linear fashion with respect to increasing distance except for the variation between 1 mm to 10 mm, where the difference of the FEM with respect to the MC data decrease from 62.43% to 12.77% for the excitation case and from 36.74% to 10.16% for the emission case. The same differences between the FEM and analytical simulations are smaller, which are from 54.33% to 9.47% and 18.53% to 3.42% respectively. The differences are caused by the fact that the diffusion approximation (DA) equation that is the basis for the FEM and analytical solution is not accurate for early photons and small distance simulations. However, the smaller differences between the FEM and analytical simulations, which are both based on DA can be due to the different models of the source implementation.

Figure 4 shows the comparisons of mean-time of photon arrival among the three methods applied with varying distance away from the source from 1 mm to 26 mm for both excitation and emission data respectively. As shown, the mean-time of photon arrivals taken in the emission cases are longer than those in the excitation cases, which are expected and consistent with those shown in figure 2. In addition, also as expected, the mean-time of flight is linear with respect to distance away from the source. In general, a good match (almost identical) is seen among the measured values from the three models, which indicate the FEM model is well developed.
3. DISCUSSION AND CONCLUSION

In this paper, the FEM implementation of the time resolved (TR) fluorescence light propagation in soft tissue based on the diffusion approximation has been developed and has been evaluated using both analytical and Monte Carlo (MC) simulation. Using the analytical solution for the TR model based on a semi-infinite medium, the data using a 3D FEM model was evaluated and shown to provide an excellent match (figure 1). The data presented were for two separate
source and detector distance for reflectance measurements for a given set of optical properties, Table 1, and although not shown, similar results were found for varying optical parameters.

Acknowledging the fact that both the analytical and FEM solutions are based on the diffusion approximation, a MC model was also utilised to provide additional tools for the evaluation of both the FEM and the analytical solution, figures 2-5. It is seen that TPSFs and its data-types (intensity and mean-time) generated for both the excitation and emission light propagation, due to a homogenous model (Table 1) provide a good match between all different (FEM, analytical and MC) simulations. It is evident from figures 2 and 3, that the FEM and analytical solutions do not model the early photon propagation, due to the utilisation of the diffusion approximation. Nonetheless, the overall agreement for the TPSF (figure 2) and its data-types (figures 3 and 4) among these three different models is found to be good in terms of the expected shape and responses. The TPSF data from the MC model show the inherent noise as a function of large source/detector separation in the emission data, which can be overcome with a larger number of simulated photons, which highlights the limitation of using probabilistic methods for TR light propagation models. Although not shown, the effect of the noise in MC generated TPSF is more profound for models of higher absorption and even larger source/detector separation. Finally, in order to provide a direct comparison between the ratio of the normalised fluorescent to transmission data (emission versus excitation); figure 5 demonstrates good qualitative and quantitative accuracy of the FEM model versus the analytical and MC data.

In conclusion, a 3D FEM based diffuse TR model for near-infrared light transport in biological tissue has been presented. This new functionality allows simulation of both excitation and fluorescence TPSFs for heterogeneous scattering and absorbing media of arbitrary geometry. The paper focuses on the development and valuations of the model. The evaluations are performed theoretically via comparisons with analytical and MC simulations. It has been demonstrated that the use of intensity only data may provide inaccuracies, unless the power of the excitation source can be adequately accounted for, whereas the mean-time or variance of the data can provide a much more accurate representation. This work allows a direct mechanism to further evaluate and investigate the use of different time-bins to improve both the quantitative and qualitative accuracy of molecular fluorescence imaging.
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