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Abstract

Many optimization scenarios, particularly those arising in the experimental sciences and engineering, involve fitness evaluations that are financially and/or temporally expensive. In such applications, the computational overhead of the optimization algorithm is effectively irrelevant, whereas the quality of solutions obtained after realistically small numbers of function evaluations assumes primary significance, with worst-case performance, as well as average-case, being especially pertinent. These simple considerations apply equally to multiobjective optimization as to optimization of a single objective function, yet nearly all multiobjective evolutionary algorithm (MOEA) studies (even some of those relating to expensive fitness functions) report performance after tens of thousands of evaluations, leaving open the question of performance on much shorter runs. In this paper, we concentrate on nine relatively low-dimensional, non-pathological, real-valued functions, such as arise in many applications, and assess the performance of two algorithms at just 100 and 250 function evaluations. The results show that NSGA-II, a popular MOEA, performs well compared to random search, even within the restricted number of evaluations used. A significantly better performance (particularly in the worst case) is, however, achieved on our test set by an algorithm proposed herein — ParEGO — which is an extension of the single-objective efficient global optimization (EGO) algorithm of Jones et al. ParEGO uses a design-of-experiments inspired initialization procedure and learns a Gaussian processes model of the search landscape, which is updated after every function evaluation. Overall, ParEGO exhibits a promising performance for multiobjective optimization problems where evaluations are expensive or otherwise restricted in number.
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1 Introduction

As scientists and engineers become increasingly aware of the potential benefits of applying heuristic search methods in their disciplines, a new and greater variety of real-world optimization problems is gradually coming to light. Many of the problems fall right into the ‘backyard’ of evolutionary computation (EC) methods — especially those for which conventional techniques are not easily adapted, including non-convex, mixed integer, non-linear, constrained and/or noisy cost functions; for all these problems we may happily look forward to a wealth of EC success stories. But some other problems now appearing seem to pose a particular challenge to evolutionary computation and other heuristic search methods because they combine the requirement of optimizing multiple, incommensurable objectives with the feature of being prohibitively expensive to evaluate. It is on these latter problems that we focus in this paper.

Beyond being expensive and multiobjective, a number of recent optimization scenarios arising in the experimental sciences have a more-or-less common list of features that we can take to loosely specify a class of problems, as follows:

1. the time taken to perform one evaluation is of the order of minutes or hours,
2. only one evaluation can be performed at one time (no parallelism is possible),
3. the total number of evaluations to be performed is limited by financial considerations,
4. no realistic simulator or other method of approximating the full evaluation is readily available,
5. noise is low (repeated evaluations yield very similar results),
6. the overall gains in quality (or reductions in cost) that can be achieved are high,
7. the search landscape is locally smooth but multimodal,
8. the dimensionality of the search space is low-to-medium,
9. the problem has multiple, incommensurable objectives.

Problems exhibiting these features include various combinatorial biochemistry and materials science applications [12, 19, 52], as well as instrument set-up optimization [48, 49] in analytical
chemistry, for improving the separation and identification of numerous chemical compounds in biological samples.

For example, [39] reports a series of experiments, directed at improving metabolomics\(^1\), where the settings of a GC-TOF mass spectrometer (GC-MS) were optimized. Three objectives in the optimization were considered: (i) maximizing the signal-to-noise ratio in the chromatogram; (ii) maximizing the number of ‘true’ peaks in the chromatogram, and (iii) minimizing the processing time — the time for the instrument to analyse one sample. Features 1–3 in the list given above arise in this particular problem because the evaluations are actually ‘wet experiments’\(^2\) that must be performed on a physical machine (which is itself very costly and hence only one is available), and may also require costly consumables and/or the use of highly-skilled operators. Feature 4 applies here because it is practically infeasible to simulate accurately the output of such a complicated instrument over a range of chemical inputs. Thus, considering 1-4, it is clear that the EA or other optimization method *must* search the space in a smaller number of evaluations than in many other EA applications.

Fortunately, features 5–8 reduce the difficulty of the task somewhat. Low noise means that individual experiments need not be repeated, and there were only eight real-valued settings of the GC-MS (i.e. search space dimensions). Moreover, it is known from human experts that getting the configuration ‘right’ yields significant improvement in the chromatograms; since this is usually achieved from hand-tuning by experts the search space must be, at least locally, smooth. Therefore, reasonably large basins of attraction probably exist. However, it is also known that some limited epistasis does exist [48].

In the experiments reported in [39], a multiobjective evolutionary algorithm (MOEA), PESA-II [10], was used to perform the optimization [39] and some 180 GC-MS configurations were assayed in all (taking several days and consuming expensive instrument-time). At the end, a particular configuration that offered the best compromise solution was chosen from the Pareto front obtained. This yielded a threefold increase in the number of peaks observed, coupled with a small increase in the potential throughput (i.e., future samples could be processed more quickly), over the hand-tuned configuration usually employed. The choice of employing an MOEA was motivated primarily

---

\(^1\)Metabolomics is a science in which chemical samples containing hundreds or thousands of different compounds must be identified efficiently to enable biological processes to be accurately monitored.

\(^2\)The term used in biology for laboratory as opposed to computer-based experiments.
by the feature 9 above, and the wish to explore the trade-offs of the three objectives, enabling the input of expert knowledge in the final choice of GC-MS configuration. The ability to do this from a single optimization run, with little or no knowledge of the cost landscape, makes an MOEA approach a logical choice. Moreover, results reported in [39] show that GC-MS configurations from later experiments were significantly better than earlier configurations, suggesting that the MOEA used was significantly better than a random search would have been.

Nonetheless, the scientific justification for the use of MOEAs in this particular optimization context is not as solid as we would like because, although MOEAs have been applied in a wealth of different contexts and have exhibited competitive performance against several other optimization techniques, their performance when the number of function evaluations is severely limited is largely untested in the literature (though see [30] for some experiments underpinning the use of PESA-II for the GC-MS optimization). A central aim of this paper is thus to undertake testing of an MOEA in contexts similar to the GC-MS configuration problem, over a realistically small number of function evaluations. To this end, we choose to employ NSGA-II, a well-respected, modern example of an MOEA\(^3\), and test it, using a small population size, over just 100 and 260 function evaluations.

In many engineering applications that share similar features to our scenario above, standard evolutionary algorithms are eschewed because of their low efficiency with respect to function evaluations. A wealth of other global optimization methods (see next section) use more principled methods of exploring the search space under these restricted conditions, most notably those methods based on modeling the landscape on-line during the search. However, to our knowledge, the performance of these methods has never been compared with an MOEA in a straightforward Pareto optimization context. Thus, a second aim of this paper is to extend such an algorithm to do multi-objective optimization, and to compare it with the NSGA-II. We choose for this, a frequently cited algorithm from the global optimization literature, specifically designed for expensive functions of low dimension — the efficient global optimization (EGO) algorithm [27]. The version that we propose for Pareto optimization is given the designation ‘ParEGO’ from here on.

To undertake the performance assessment of ParEGO and NSGA-II, we do not use expensive functions here, but employ a suite of test functions enabling us to collect performance data

---

\(^3\)The IEEE TEC paper describing NSGA-II for multi-objective optimization was judged as the ‘Fast-breaking Paper in Engineering’ by Web of Science (ESI) in February 2004
over multiple algorithm runs. The selection of problems in the suite includes functions exhibiting a diverse range of problem difficulties, yet is restricted to problems that we think model scientific/engineering contexts like the GC-MS optimization problem. For this reason, the problems are relatively low-dimensional (having up to 8 real-valued dimensions), are not pathologically rugged, and have either two or three objectives. In measuring performance, we give information on the worst-case as well as the average case performance, as this is of particular relevance in scenarios where only one shot at the experiments/optimization is usually possible. The choice of test functions and the methods for measuring performance are such that they should provide a sound basis for future comparison of other algorithms for expensive, low dimensional multiobjective problems. To facilitate this, problems, methods and results are available for download at [29].

The rest of the paper is organized as follows. In Section 2, a review of relevant literature in engineering optimization methods, landscape approximation, and MOEAs, is given. An outline of EGO, a powerful global optimization method for expensive functions, is provided in Section 3, together with results demonstrating our implementation of the approach. Section 4 extends EGO to the multiobjective algorithm, ParEGO, which we propose here. Section 5 describes the choice of test functions, and Section 6 details our methods for performance assessment and comparison. Section 7 sets out the method of comparison, giving all parameter settings, Section 8 presents the results, and Section 9 provides a summary and conclusion.

2 Related work

The rise of evolutionary algorithms for multiobjective optimization in recent years is now well documented, with thorough reviews of the history and current state of the art available in [14, 7, 5]. Much of the success that the field is enjoying relies on the flexibility with which MOEAs can deal with various optimization contexts and features, such as: high dimensionality; integer, real and mixed parameters; lack of knowledge about ranges of fitness functions; non-differentiability of the cost landscape; constraints, and so on. The initial high computational overhead of some early methods has also been overcome by a gradual progression from algorithms such as NPGA [23] and PAES [33], which first attempted to use more efficient niching policies, through to the Micro-GA [6] and the popular NSGA-II [15]. More efficient data-structures that can be used to speed up the
niching, selection and archiving processes that these MOEAs rely upon are also now available [25].

In engineering, MOEAs have found many applications [13], from airplane wing optimization [38] and spacecraft trajectory planning [11] to the design of irrigation networks [4]; several of these obviously entail expensive simulation or experimental steps. Nonetheless, and perhaps due to the focus made on improvements to MOEA’s computational overhead per evaluation, their effectiveness in applications where very few function evaluations can be afforded has only recently been investigated in a few isolated papers. In [24], for example, two MOEAs that sample the search space by making explicit use of all previously visited points were proposed and evaluated on three simple test functions. These methods appear promising, outperforming more conventional MOEAs on the test set used, and do not seem to be restricted to any particular type of fitness function, so long as it is expensive to evaluate. Nonetheless, it would seem that further savings of precious function evaluations could be made by learning the cost landscape from all previously visited points, and by using this to estimate the ‘best’ place to sample next (either to improve the model the most or to obtain a better solution, or both). Learning a cost landscape from a set of solution/cost pairs is variously called surrogate, approximate or meta-modeling in the literature. The idea of selecting the next solution to sample in order to maximize the improvement in the model is known as active learning [8] in the machine intelligence literature. These approaches have received little attention in evolutionary multiobjective optimization but meta-modeling (at least) has a relatively rich history in optimization of a single objective.

In design engineering, meta-modeling is usually known as the response surface method [36], and involves fitting a low order polynomial via some form of least squares regression. A closely related approach, deriving from geology, is Kriging, whereby Gaussian process models are parameterised by maximum likelihood estimation. A particular example of this is known as the Design and Analysis of Computer Experiments (DACE) model [45], which forms the basis of the EGO algorithm, described briefly in the next section. Optimization methods using response surfaces and/or Kriging meta-models have been successfully used in aeronautical design/engineering applications where only tens or hundreds of function evaluations are possible [51]. In the case of EGO, four low-dimensional multimodal test functions have been optimised to within 1% of optimal in the order of 100 function evaluations [27].

In the evolutionary algorithm community, response surface and Kriging methods have also been
used within EAs to reduce the number of expensive function evaluations that need to be carried out during optimization [2, 35, 44]. In addition, similar goals have been obtained using artificial neural networks (either MLPs or RBF networks), or by a rather simpler approach called fitness inheritance [46], where some fraction of offspring are not evaluated, but are assigned a fitness value estimated from the fitness (and proximity) of their parents. Detailed reviews of all these meta-model based EAs can now be found in recent papers [42, 26], along with new approaches that try to manage the meta-models optimally with respect to the conflicting concerns of optimization and the design of experiments (i.e. improving the model) [41], [42]. Finally, a related but somewhat different approach was proposed recently in [9], in which optimization of an expensive function is tackled by modeling fitness transitions using a finite state machine and, offline, running a number of different evolutionary algorithms on the model, in order to choose the most efficient one. This approach may be attractive when one has many optimization tasks to do on the same or very similar landscapes but a certain investment is needed to build up a sufficiently good model.

Returning to the case of multiple objective functions, a handful of papers have considered the use of neural network-based meta-models in MOEAs. The study in [37] demonstrates the use of a neural network approximation combined with the NSGA-II algorithm; the neural net having \( k \) outputs, one for each objective function. In this approach, generations using the real evaluation function are alternated with generations using a multi-layer perceptron model of the function derived from the samples collected from the earlier generations. Some speedup is observed over using the original exact fitness function alone, but the study is limited to a single, curve-fitting problem. More recently, [21] and [22] propose and compare two more methods employing neural networks. The first method follows Nain and Deb’s approach, though with a different MOEA being used. The second method is a significant departure from most other meta-modeling schemes, however: an inverse neural network is used to map back from a desired point in the objective space (beyond the current Pareto front) to an estimate of the decision parameters that would achieve it. Test function results presented in [22] for the latter look particularly promising, though fairly long runs (of 20000 evaluations) are considered and it is not clear that on much shorter runs the method would offer significant gains. Finally, a different type of neural network, a self-organizing map, has been employed in [1] to replace standard variation operators with adaptive ones. However, so far, tests have not explicitly compared the performance of this approach with other methods.
The concept of fitness inheritance has also been extended to the multiobjective case. In [3], convergence and population-sizing are considered theoretically, with results limited to a simple multiobjective OneMax problem on which it was found only modest savings were possible. A later empirical study [18] revealed performance had a significant test function dependence, with the suggestion that on functions with a convex and continuous Pareto front, large savings might be possible using fitness inheritance, while this may not be the case on non-convex or discontinuous Pareto fronts.

Related to, but somewhat different from, explicit modeling of search landscapes, is the use of Bayesian network and/or other probabilistic model-building algorithms. These methods generate solutions from estimates of the distributions and/or joint distributions of decision parameters observed in highly fit solutions. A number of multiobjective versions have now been proposed [34], [28], [47] and we await their application in real problem domains. However, these algorithms seem to work rather ‘tentatively’, and require a large number of function evaluations before performance gains are seen; no study has shown that they can be used effectively to increase performance on runs of fewer than 1000 function evaluations.

3 The EGO algorithm

The EGO algorithm for global optimization of expensive black-box functions was first introduced and described in [27]. It makes use of ‘Kriging’ to model the search landscape from solutions visited during the search. More specifically, it exploits the design and analysis of computer experiments (DACE) model of [45], based on Gaussian processes. We do not give a mathematical description of EGO or DACE here, but simply provide some motivation for its choice in this study, and a brief description of the main procedures involved. The reader is referred to [27] for a fuller explanation.

The DACE model, like any other method of supervised learning, is subject to certain no-free-lunch theorems [53], similar to those for optimization, that means its general application cannot be recommended on any theoretical basis. Nonetheless, on functions where we expect a degree of local smoothness, where noise is low, and the number of dimensions is not excessive, the DACE model seems to be a good choice for building the kind of approximation that is needed by a search algorithm restricted to a low number of function evaluations. In particular:
Figure 1: The uncertainty about the function’s value at a point (such as x=8 above) can be treated as if the value there were a realization of a normal random variable with mean and standard deviation given by the DACE model and its standard error [Adapted from [27]]

- The model always interpolates the points (independently of the chosen parameters of the model)
- The model has a small, fixed number of parameters: 2d + 2 of them, where d is the dimension of the function to be optimized
- The likelihood of the model given the data has a simple closed form expression from which it is possible to compute the maximum likelihood model — giving the approach a sound statistical interpretation
- The error in the expected cost of a solution also has a simple, closed form expression. Thus, the model estimates its own uncertainty.

The last point above is of particular relevance. Knowledge of the error in the response surface is a useful property when searching a cost landscape, and EGO makes use of this property explicitly, as we explain below.

The EGO algorithm begins by first generating a number of solutions in a latin hypercube (which is similar to a fractional factorial design), and by then finding the maximum likelihood DACE model that best explains these solutions (making use of some suitable optimization algorithm). To generate a new solution to evaluate, EGO searches for the solution that maximises what Jones et al [27] call “the expected improvement”— the part of the curve of the standard error in the model that lies
below the best cost sampled so far (see Figure 1). This effectively means that EGO weighs up both the predicted value of solutions, and the error in this prediction, in order to find the one which has the greatest potential to improve the minimum cost. EGO does NOT just choose the solution that the model predicts would minimize the cost. Rather, it automatically balances exploitation and exploration: where a solution has low predicted cost and low error, it may not be as desirable as a solution whose predicted cost is higher but whose associated error of prediction is also higher. Importantly, the EGO algorithm uses a closed form expression for the expected improvement and it is thus possible to search the decision space globally for the solution that maximises this. Once a new solution has been chosen and evaluated (using the true, expensive cost function), the DACE model is updated with this new information, and the next solution is chosen using this updated model.

Computing the maximum likelihood model at each step of EGO requires several hundred or thousand matrix inversions on a square matrix of dimension equal to the number of solutions so far sampled. As such, it is rather expensive in terms of computation per evaluation, and this overhead increases with time. However, if EGO is efficient with respect to the number of function evaluations needed to reach a given cost, the computational cost can be considered irrelevant in many optimization contexts.

Before we go on to explain how we extend EGO to the multiobjective optimization case, we first give details of our own implementation of the basic algorithm, and some illustrative test results.

3.1 Implementation of EGO

EGO was implemented in C using the open source matpack library\textsuperscript{4} for coding the matrix operations. The initial solutions are generated using a latin hypercube routine, following a description in Numerical Recipes [43]. The number of initial solutions is set to $11d - 1$, where $d$ is the dimension of the function to be optimized, as suggested in [27].

In order to optimise the likelihood function, the Nelder and Meads downhill simplex routine from Numerical Recipes [43] has been used. This is restarted twenty times in order to give a more robust search of the model space. In order to find the best solution to visit next, a genetic algorithm is embedded within EGO, to search the decision parameter space globally. We have not used branch

\textsuperscript{4}www.matpack.de
and bound to find the best solution to visit, as suggested by Jones et al., simply because of the difficulty of implementing it, particularly for the more complicated case of constrained optimization, which we would like to tackle in future.

Because the computational overhead increases with each function evaluation, we have found it necessary to cap the size of the correlation matrix (on which the model is based) to have a maximum dimension of 80. This means that beyond the 80th function evaluation, 80 solutions are selected at random without replacement from the list of all previously visited solutions — and the DACE model for that iteration is based on these. Potentially, this reduces the accuracy and reliability of EGO (potentially causing it to revisit points). However, beyond matrix sizes of about 80-100, EGO was taking several minutes per evaluation (and this begins to increase dramatically). For testing, this is prohibitive, although in practice a function evaluation can easily take much longer than this. In ParEGO, we also cap the size of the model but use a slightly more advanced selection procedure, as described in Section 4.

3.2 Testing the implementation of EGO

Testing of our implementation of EGO was carried out on multimodal (epistatic) functions, up to a dimension of about 10, taken from [35]. On each function, we ran EGO (51 times) for just $20d$ evaluations (where $d$ is the dimension of the function). In order to get some idea of the quality of these results, we compare with a random search algorithm (Tables 1 and 2), and with the published results of Liang et al [35], who implement an evolutionary algorithm also with landscape approximation (Table 3). The former results are generally more useful: these allow one to estimate the quality of solutions reached by EGO in terms of the number of solutions in the search space that have that cost or a lower one. The results show that EGO is up to 250 times faster than random search (on four of the functions), more than 50 times faster on a further four, and, at worst, about the same as random search on one highly multimodal function.

The results presented in Table 3 are useful only in that they suggest EGO is performing very well on some functions (far better than the EA of Liang et al); but in general it is hard to make comparisons because Liang et al’s algorithm is run for 1 to 3 orders of magnitude longer (in terms of evaluations) than we run EGO for.
<table>
<thead>
<tr>
<th>Function</th>
<th>d</th>
<th>#opt</th>
<th>EGO (20d evals)</th>
<th>Random search (40d, 100d, 5000d)</th>
<th>EGO wins</th>
<th>No diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>f₁₄</td>
<td>2</td>
<td>25</td>
<td>10.7634</td>
<td>54.696730 (20d), 17.379662 (40d), 10.785819 (100d), 2.054400 (1000d), 1.022432 (5000d)</td>
<td>2X (99%), 5X (90%)</td>
<td></td>
</tr>
<tr>
<td>f₁₅</td>
<td>4</td>
<td>∞</td>
<td>0.0313316</td>
<td>0.068178 (20d), 0.046495 (40d), 0.025082 (100d), 0.004304 (1000d), 0.002271 (5000d)</td>
<td>2X (99%), 5X (90%)</td>
<td></td>
</tr>
<tr>
<td>f₁₆</td>
<td>2</td>
<td>6</td>
<td>-1.03149</td>
<td>-0.003015 (20d), -0.247832 (40d), -0.680195 (100d), -1.005488 (1000d), -1.024494 (5000d)</td>
<td>250X (99%)</td>
<td></td>
</tr>
<tr>
<td>f₁₇</td>
<td>2</td>
<td>3</td>
<td>0.400733</td>
<td>2.717814 (20d), 1.824595 (40d), 1.522864 (100d), 1.411058 (1000d), 1.401838 (5000d)</td>
<td>100X (99%), 250X (90%)</td>
<td></td>
</tr>
<tr>
<td>f₁₈</td>
<td>2</td>
<td>4</td>
<td>4.56758</td>
<td>36.718825 (20d), 22.858280 (40d), 6.779331 (100d), 3.341144 (1000d), 3.112699 (5000d)</td>
<td>5X (95%), 50X (99%)</td>
<td></td>
</tr>
<tr>
<td>f₁₉</td>
<td>3</td>
<td>4</td>
<td>-3.86258</td>
<td>-3.556176 (20d), -3.730429 (40d), -3.763582 (100d), -3.835820 (1000d), -3.856405 (5000d)</td>
<td>250X (99%)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Results of running our implementation of EGO on our 13 test functions (6 are shown above — the remaining 7 are in Table 2). Column 1 gives the name of the function, while columns 2 and 3 give, respectively, its dimension d and its number of local optima. Column 4 shows the median best evaluation reached from 51 runs of EGO, where the number of function evaluations used in each run, is just 20d, where d is the dimension of the function. Columns 5 and 6 show the median evaluation reached by 51 runs of random search for the number of function evaluations indicated. The median value which is closest to EGO’s is shown in bold font. Columns 10 and 11 summarise the results of Mann-Whitney rank-sum tests between EGO and the random search algorithm. The “EGO wins” column gives the number of iterations that a random search can be run (in terms of a multiple of EGO’s number of iterations), and still be statistically beaten by EGO (with highest associated confidence level). The final column indicates the same thing, but where no difference between the algorithms’ performance can be found (and the lowest confidence level at which the test would have found a difference had there been one). On five test functions, EGO is 250 times faster than random search, on four others it is between 50 and 250 times faster. An interpretation of the results is that, e.g. on f₁₇, EGO finds a function value that is shared or bettered by less than 1/50000d = 0.001% of the entire search space, in just 40 function evaluations. EGO generally performs worst on the functions with very many local optima, though it does well on both the generalised Griewank and Schwefel functions (here with 6 and 10 dimensions, respectively, rather than the usual 30 — see Table 2)
<table>
<thead>
<tr>
<th>Function</th>
<th>$d$</th>
<th>$#_{opt}$</th>
<th>EGO (20d evals)</th>
<th>Random search (20d)</th>
<th>EGO wins</th>
<th>No diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{20}$</td>
<td>6</td>
<td>4</td>
<td>-3.30147</td>
<td>-2.016387</td>
<td>250X (99%)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-2.372988</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-2.607558</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-3.011547</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-3.093685</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{21}$</td>
<td>4</td>
<td>5</td>
<td>-2.43167</td>
<td>-0.536953</td>
<td>50X (95%)</td>
<td>100X (90%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.656933</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.908331</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-2.296372</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-3.356989</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{22}$</td>
<td>4</td>
<td>7</td>
<td>-2.51587</td>
<td>-0.762930</td>
<td>50X (95%)</td>
<td>100X (90%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-1.029108</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-1.468311</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-2.264707</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-3.589095</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{23}$</td>
<td>4</td>
<td>10</td>
<td>-2.69769</td>
<td>-0.966357</td>
<td>50X (90%)</td>
<td>100X (90%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-1.106497</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-1.46071</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-2.613725</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-3.741701</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{24}$</td>
<td>2</td>
<td>$\infty$</td>
<td>0.345967</td>
<td>0.319360</td>
<td>-</td>
<td>100X (90%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.20336</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.179859</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.038538</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.014670</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Griewank</td>
<td>6</td>
<td>?</td>
<td>1.0205</td>
<td>41.558208</td>
<td>250X (99%)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>30.257815</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24.441566</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.717705</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.968934</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Schwefel</td>
<td>10</td>
<td>$&gt;10^9$</td>
<td>-4186.97</td>
<td>-3745.924</td>
<td>250X (99%)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-3812.0805</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-3900.232</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-4025.030</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-4079.477</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The results on the remaining six test functions. See Table 1 caption. The number of local optima in the Griewank function is not known — though for a 30-dimensional version of the same function it is $\approx 10^{54}$. 
Table 3: Comparison of EGO with published results of running EANA [35] on the 11 lower-dimensional functions. For EGO, we ran for exactly 20d function evaluations (column 2) and quote the mean and best cost found from 51 runs (columns 3 and 4, respectively). For EANA, the algorithm was stopped when it reached either the global optimum (up to the precision of the computer) or some unspecified evaluation limit [35]. Thus, the mean number of evaluations is reported (column 5) and the mean cost of the solution over the 50 runs performed (last column).

Comparison is difficult but on some functions, EGO occasionally reaches comparable fitness levels one or two orders of magnitude faster than the mean number of function evaluations quoted for EANA. (EANA is an evolution strategy, also based on building landscape approximations)

## 4 Extending EGO to the multiobjective case: ParEGO

The EGO algorithm could be extended for use with multiobjective optimization problems in a number of different ways. The simplest approach, which we investigate here, converts the k different cost values of a solution into a single cost via a parameterised scalarizing weight vector. By choosing a different (parameterisation of the) weight vector at each iteration of the search, an approximation to the whole Pareto front can be gradually built up.

ParEGO begins by normalizing the k cost functions with respect to the known (or estimated) limits of the cost space, so that each cost function lies in the range [0,1]. Then, at each iteration of the algorithm, a weight vector \( \lambda \) is drawn uniformly at random from the set of evenly distributed vectors defined by:

\[
\Lambda = \left\{ \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k) \mid \sum_{j=1}^{k} \lambda_j = 1, \sum_{j=1}^{k} \lambda_j = l/s, l \in 0..s \right\},
\]

with \( |\Lambda| = \binom{s+k-1}{k-1} \), so that the choice of s determines how many vectors there are in total. The
scalar cost of a solution is then computed using the augmented Tchebycheff function:

\[ f_\lambda(x) = \max_j(\lambda_j f_j(x)) + \rho \sum_j \lambda_j f_j(x), \quad j \in 1..k \]  

(2)

where \( \rho \) is a small positive value which we set to 0.05. The scalar costs of all previously visited solutions is computed and, using all or a selection of these, a DACE model of the landscape is constructed by maximum likelihood. The solution which maximises the expected improvement with respect to this DACE model is determined. This becomes the next point, and is evaluated on the real, expensive cost function, completing one iteration of ParEGO.

Pseudocode for the entire ParEGO algorithm is given in Algorithm 1. As in our implementation of EGO, the Nelder and Meads downhill simplex algorithm is used (with 20 restarts) to maximize the likelihood of the DACE model (line 25 of Algorithm 1). The evolutionary algorithm used within ParEGO to search for the solution which maximises the expected improvement (line 28) is implemented as follows.

**Population size:** 20 solutions

**Population update:** steady state (one offspring produced per generation, from either a crossover or cloning event, followed by a mutation)

**Generations/evaluations:** 10,000 evaluations

**Reproductive selection:** binary tournament without replacement

**Crossover:** simulated binary crossover [16] with probability 0.2, producing one offspring

**Mutation:** parameter value shifted by \( \pm 1/100.\mu \) (parameter range), where \( \mu \) is drawn uniformly at random from \((0.0001, 1)\), and \( p_m \), the per-gene mutation probability, is \( 1/d \).

**Replacement:** offspring replaces (first) parent if it is better, else it is discarded

**Initialization:** 5 solutions are mutants\(^5\) of the 5 best solutions evaluated on the real fitness function under the prevailing \( \lambda \) vector; the remaining 15 solutions are generated in a latin hypercube in parameter space

\(^5\)The mutation is carried out as described above except that mutants are checked to ensure they are different than parents.
Algorithm 1 ParEGO pseudocode

1: procedure ParEGO($f, d, k, s$)  
2:   $x_{pop}[] \leftarrow \text{LATINHYPERCUBE}(d)$  
3:     /* Initialize using procedure defined in line 15 */  
4:   for each $i$ in 1 to $11d - 1$ do  
5:     $y_{pop}[i] \leftarrow \text{EVALUATE}(x_{pop}[i], f)$  
6:     /* See line 36 */  
7:   end for  
8:   while not finished do  
9:     $\lambda \leftarrow \text{NEWLAMBDA}(k, s)$  
10:    /* See line 19 */  
11:     $\text{model} \leftarrow \text{DACE}(x_{pop}[], y_{pop}[], \lambda)$  
12:     /* See line 22 */  
13:     $x_{new} \leftarrow \text{EVALOLG}($model, $x_{pop}[])$  
14:     /* See line 28 */  
15:     $x_{pop}[] \leftarrow x_{pop}[] \cup \{x_{new}\}$  
16:     $y_{new} \leftarrow \text{EVALUATE}(x_{new}, f)$  
17:     $y_{pop}[] \leftarrow y_{pop}[] \cup \{y_{new}\}$  
18:   end while  
19: end procedure

20: procedure LATINHYPERCUBE($d$)  
21:     divide each dimension of search space into $11d - 1$ ‘rows’ of equal width  
22:     return $11d - 1$ vectors $x$ such that no two share the same ‘row’ in any dimension  
23: end procedure

24: procedure NEWLAMBDA($k, s$)  
25:     return a $k$-dimensional scalarizing weight vector chosen uniformly at random from amongst all those defined by equation 1  
26: end procedure

27: procedure DACE($x_{pop}[], y_{pop}[], \lambda$)  
28:     compute the scalar fitness $f_\lambda$ of every cost vector in $y_{pop}[]$, using equation 2)  
29:     choose a subset of the population based on the computed scalar fitness values  
30:     maximize the likelihood of the DACE model for the chosen population subset  
31:     return the parameters of the maximum likelihood DACE model  
32: end procedure

33: procedure EVALOLG($\text{model}, x_{pop}[]$)  
34:     initialise a temporary population of solution vectors, some as mutants of $x_{pop}[]$ and others purely randomly  
35:     while set number of evaluations not exceeded do  
36:         evaluate the expected improvement of solutions using the model  
37:         select, recombine and mutate to form new population  
38:     end while  
39:     return best evolved solution  
40: end procedure

41: procedure EVALUATE($x, f$)  
42:     call the expensive evaluation function $f$ with the solution vector $x$  
43:     return true cost vector $y$ of solution $x$  
44: end procedure
In practice, on a very expensive cost function, all solutions evaluated should be used to update the DACE model, at every iteration. However, in our experiments (because of the need to do 21 runs on a large number of functions to collect performance data), we used a simple, heuristic method of choosing a subset of the solutions evaluated to update the model, as follows: At each iteration: (i) if the iteration number \( \text{iter} \) is less than 25, all \( 11d - 1 + \text{iter} \) solutions evaluated so far, are used to update the model; and (ii) if \( \text{iter} \geq 25 \) a subset of \( 11d - 1 + 25 \) solutions is used, where the first half of them are the best \( j \) solutions under the prevailing scalarizing vector \( \lambda \) and the other half are selected at random without replacement. Further details of the parameter settings used in ParEGO are given in Table 5.

5 Test function suite

5.1 Notes on the selection of functions

A number of good attempts at designing test function suites and/or general schemes for test function generation have been proposed in the multiobjective optimization literature, of which those described in [17, 50, 40] are some of the best. The functions in [17] are very popular, partly because they are scalable in the number of objectives and parameters, and partly because each function is accompanied by a description explaining exactly what difficulty it poses to an MOEA, and also allowing this to be easily tuned. However, while it is tempting to employ this suite wholesale, there is (at least) one drawback to it, which leads us to include functions from [50] and [40] as well.

The drawback in Deb et al.’s suite is that most of the functions work on a scheme where only \( k - 1 \) parameters control the position \( \text{parallel} \) to the Pareto front in the objective space, with all the remaining parameters controlling distance \( \text{to} \) the front. Thus, a natural bias is given to recombination-based EAs because, once a few points on the true Pareto front are found, recombination tends to propagate and preserve the parameters which are common to them (which is all of them, bar the first \( k - 1 \)), while searching over the other parameters, leading to a very fast spreading out over the entire front. Unfortunately, many real-world multiobjective optimization problems are not structured like this; rather, each different optimal tradeoff solution requires changing all or many of the decision parameters.

In [40], exactly the same observation as ours above was made in respect of the Deb functions,
and furthermore, it was also observed that the Pareto fronts of many other test functions consist of piecewise linear curves and/or single points in the parameter space. The paper goes on to propose a scheme for generating functions, that like Deb's, allows some different problem difficulties to be incorporated and tuned, combined with a greater control of the curves/surfaces in parameter space comprising the Pareto front. Two example functions using this general scheme are given, and it is these that we employ in our suite.

The functions we employ from [50] are not part of an overall tunable scheme but have been popular in the literature. VLMOP2 has a concave Pareto front while VLMOP3's Pareto front is both nonlinear and asymmetric.

Overall, the final selection of nine test functions includes functions from two to eight decision parameters; functions with a very low density of solutions at the Pareto front; functions with locally optimal Pareto fronts; functions where the Pareto set follows a complicated curve in the parameter space; functions where the Pareto front is disconnected in objective space; and functions where the density of points parallel to the Pareto front is non-uniformly distributed. There is thus a good deal of variety in the difficulties that they pose. We have nonetheless been restrictive in some particular aspects: all functions are unconstrained and while difficult, are not overly high-dimensional (in parameter space), and have a reasonable, rather than pathological degree of ruggedness. And, we have kept to functions of two and three objectives only. These restrictions accord with our description (in Section 1) of certain kinds of expensive engineering/scientific problem, where we hope to obtain good results in a very small number of function evaluations.

In the following we describe each of our test functions in turn.
5.2 KNO1

This test function is the only one not borrowed from the existing literature. There are just two parameters and two objectives in the problem:

\[
\begin{align*}
\text{Minimize } f_1 &= 20 - r \cos (\phi) \\
\text{Minimize } f_2 &= 20 - r \sin (\phi) \\
    &\quad\text{subject to } \quad r = 9 - [3 \sin (5/2(x_1 + x_2)^2) + 3 \sin (4(x_1 + x_2)) + 5 \sin (2(x_1 + x_2 + 2))] \\
    &\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\quad\q
5.4 OKA2

The OKA2 test function [40] is defined as:

\[
\begin{align*}
\text{Minimize } & f_1 = x_1, \\
\text{Minimize } & f_2 = 1 - \frac{1}{4\pi^2}(x_1 + \pi)^2 + |x_2 - 5\cos(x_1)|^{\frac{1}{2}} + |x_3 - 5\sin(x_1)|^{\frac{1}{2}}, \\
& x_1 \in [-\pi, \pi], \ x_2, x_3 \in [-5, 5].
\end{align*}
\]

The Pareto optima lie on a spiral-shaped curve in the 3-dimensional parameter space. In addition, the density of solutions falls away steeply near to the Pareto front.

5.5 VLMOP2

Veldhuizen and Lamont’s MOP2 function [50] is scalable in the number of decision variables. We use just two:

\[
\begin{align*}
\text{Minimize } & f_1 = 1 - \exp \left( -\sum_{i=1}^{n}(x_i - 1/\sqrt{n})^2 \right), \\
\text{Minimize } & f_2 = 1 + \exp \left( -\sum_{i=1}^{n}(x_i - 1/\sqrt{n})^2 \right), \\
& x_1, x_2 \in [-2, 2], \ n = 2.
\end{align*}
\]

The Pareto front is concave and the Pareto optima lie on the diagonal passing from \(-1/\sqrt{n}, -1/\sqrt{n}\) to \(1/\sqrt{n}, 1/\sqrt{n}\) in parameter space.

5.6 VLMOP3

Veldhuizen and Lamont’s MOP3 [50] is a three-objective function of two decision variables:

\[
\begin{align*}
\text{Minimize } & f_1 = 0.5(x^2 + y^2) + \sin(x^2 + y^2), \\
\text{Minimize } & f_2 = \frac{(3x - 2y + 4)^2}{8} + \frac{(x - y + 1)^2}{27} + 15, \\
\text{Minimize } & f_3 = \frac{1}{x^2 + y^2 + 1} - 1.1\exp(-x^2 - y^2), \\
& x, y \in [-3, 3].
\end{align*}
\]
This test function has a disconnected Pareto optimal set, and the Pareto front is a curve ‘following a convoluted path through objective space’.

5.7 DTLZ1a

We have selected four of the test functions described in [17], and have made alterations to them in order to keep the number of decision variables small, and/or to reduce the ruggedness to ‘reasonable’ levels. We append an “a” to the name of these functions to show that we have changed them slightly.

The first function from [17], DTLZ1, is used with two objectives and six decision variables here. This gives the following function, DTLZ1a:

$$
\text{Minimize } f_1 = \frac{1}{2} x_1(1 + g), \\
\text{Minimize } f_2 = \frac{1}{2} (1 - x_1)(1 + g), \\
g = 100 \left[ 5 + \sum_{i=2,6} (x_i - 0.5)^2 - \cos(2\pi(x_i - 0.5)) \right], \\
x_i \in [0, 1], i \in 1..n, n = 6.
$$

The ruggedness of the function is controlled by the $g$ function. In the original DTLZ1, $20\pi$ is used in the cosine term, giving a total of $11^k - 1$ local Pareto optimal fronts. This is excessively rugged for our purposes, hence we use $2\pi$ instead. The Pareto optimal set consists of all solutions where all but the first decision variables are equal to 0.5, and the first decision variable may take any value in [0, 1].
5.8 DTLZ2a and DTLZ4a

The next two test problems have three objective functions defined on eight decision variables. DTLZ2a and DTLZ4a are given by:

\[
\text{Minimize } f_1 = (1 + g) \cos(x_1^0 \pi/2) \cos(x_2^0 \pi/2),
\]

\[
\text{Minimize } f_2 = (1 + g) \cos(x_1^0 \pi/2) \sin(x_2^0 \pi/2),
\]

\[
\text{Minimize } f_3 = (1 + g) \sin(x_1^0 \pi/2),
\]

\[
g = \sum_{i=3,8} (x_i - 0.5)^2,
\]

\[
x_i \in [0, 1], i \in 1..n, n = 8,
\]

\[
\alpha = \begin{cases} 
1, & \text{if function is DTLZ2a} \\
100, & \text{if function is DTLZ4a.}
\end{cases}
\]

The Pareto front is one eighth of a sphere of radius 1, centred on 0, 0, 0. The Pareto optimal set consists of all solutions where all but the first decision variables are equal to 0.5, and the first decision variable may take any value in [0, 1]. The effect of setting \( \alpha = 100 \) is to severely bias the density distribution of solutions toward the \( f_3 - f_1 \) and \( f_2 - f_1 \) planes.

5.9 DTLZ7a

This problem has four disconnected regions in the Pareto front (in objective space):

\[
\text{Minimize } f_1 = x_1,
\]

\[
\text{Minimize } f_2 = x_2,
\]

\[
\text{Minimize } f_3 = (1 + g)h,
\]

\[
g = 1 + 9/6 \sum_{i=3,8} x_i,
\]

\[
h = 3 - \sum_{i \in \{1,2\}} \left[ \frac{f_i}{1 + g} (1 + \sin(3\pi f_i)) \right],
\]

\[
x_i \in [0, 1], i \in 1..n, n = 8.
\]
6 Selected performance analysis techniques

The output of a multiobjective optimizer for a single run is an approximation set: the set of all nondominated points found during the run. Assessing the performance of optimizers thus relies upon some means of measuring or comparing the quality of one or more approximation sets. Many such performance indicators\(^6\) exist in the literature but it has been shown in some recent works [32, 31, 55] that several of these are not consistent with the partial ordering of approximation sets that follows logically from the basic principles of Pareto optimization. For example, in the worst case, two sets of nondominated points, \(A\) and \(B\) may be compared, where every point in \(B\) is dominated by at least one point in \(A\), and yet \(B\) yields a better evaluation under the chosen indicator [32]. This is particularly the case for indicators that try to assess one isolated aspect, such as the diversity, extent or proximity to the Pareto front, of a nondominated set. Fortunately, indicators that simultaneously take into account all of these aspects of what it means to be a good nondominated set do exist, and moreover they are compatible and/or complete with respect to the true partial ordering of nondominated sets. Two such ‘well-behaved indicators’, which we choose to use in our experiments, are the hypervolume indicator and the binary epsilon indicator, described below. For a more detailed discussion of assessment methods, the reader is referred to [55], where a full classification of indicators is given.

In addition to choosing appropriate performance indicators, one must also decide how to collate and interpret the results from multiple runs, and how to present results graphically, if at all. Since, in our optimization scenario, it is likely that there would be just one (or, perhaps, two) shots at performing the optimization, the average-case and worst-case performance are paramount. Hence, for each, test function the following information is given:

- the mean/median results of individual runs (as well as standard deviation/interquartile ranges)
- the statistical significance of differences in the distributions
- for the 2-objective functions only, plots of the median, and worst attainment surfaces achieved
- for the 3-objective functions only, plots of the worst attainment surfaces achieved only (since 3d plots showing other surfaces are visually confusing).

\(^6\)We prefer the term ‘indicator’, following [55], because the terms ‘measure’ and ‘metric’ have reserved meanings in mathematics that not all indicators conform to.
Figure 2: Five attainment surfaces are shown, representing the output of five runs of an optimizer. The two diagonal lines intersect the five surfaces at various points; in both cases, the circle indicates the intersection that weakly dominates at least $5 - 3 + 1 = 3$ surfaces and is also weakly dominated by at least 3 surfaces. Therefore, these two points both lie on the third summary attainment surface.

We give all details in the following sections and also make our assessment methods source code available for public use.

6.1 Hypervolume indicator (a.k.a the $S$ measure) [54]

This indicator assesses the size (hypervolume or Lebesgue integral) of the region dominated by a sample set of points, thus larger values generally indicate better nondominated sets. The region itself must be bounded from above in some way, and for this some point $b$ is chosen, which must be itself dominated by every point in the sample set.

The hypervolume indicator $S$ is well-behaved in the sense that given two sets, $A$ and $B$, and using the same bounding point, if $S(A) > S(B)$ then it cannot be the case that $B$ is better than $A$ (where better is used in the sense defined in [55]). However, it must be noted that this result does not imply that $A$ is better than $B$, either. Nonetheless, in the absence of preferences, and with a reasonable choice of bounding point, the $S$ measure gives results that concur with intuition — proximity to the true PF, extent and evenness of solutions all tend to be rewarded.

In order to choose a bounding point for application of the $S$ measure, we use the following method. First, the collection of nondominated point sets from all runs of all algorithms are aggre-
Figure 3: Five sets of nondominated points and the best, median and worst attainment surfaces that they define. The interpretation of the median attainment surface is that, for every point on it, a point (weakly) dominating this was obtained in at least 50% of the nondominated sets. Similarly, the worst attainment surface indicates the level achieved in 100% of the sets. The best attainment surface indicates the level achieved by the aggregation of all sets. In this study, the best attainment surface is irrelevant and is not included in plotted results.

gated into a single superset. Then, the ideal and the anti-ideal point of this superset is found. The bounding point is then the anti-ideal point shifted by $\delta$ times the range, in each objective:

$$b = (b_1, b_2, \ldots, b_k), \quad \text{with}$$

$$b_j = \max_j + \delta(max_j - \min_j), \quad j \in 1..k,$$

where $\max_j$ and $\min_j$ are the maximum and minimum value, respectively, on the $j$th objective, found within the superset. We use $\delta = 0.01$ here.

For the analysis of multiple runs, we compute the $S$ measure of each individual run, and report the mean and the standard deviation of these. Since the distribution of ParEGO and NSGA-II's
results are not necessarily normal, we use the Mann-Whitney rank-sum test to indicate if there is a statistically significant difference in the position of the two distributions.

6.2 Additive binary epsilon indicator

There are two ways in which the hypervolume indicator, used on its own, can be misleading. First, there is no way, from looking at $S$ values in isolation, of inferring whether one set is actually better than another in a strict sense. Secondly, the choice of bounding point is rather arbitrary, and this can affect the ordering of some pairs of sets.

A method that avoids these particular difficulties is the additive binary epsilon indicator [55]. This takes a pair of nondominated sets $A$ and $B$ and returns a pair of numbers, $(I_A, I_B)$ in which $I_A$ ($I_B$) is the minimum distance that all the points in $A$ ($B$) must be shifted (positive numbers indicating a shift towards the ideal point) such that $A$ ($B$) then ‘just weakly dominates’ every point in $B$ ($A$). Thus a pair of numbers $(I_A \leq 0, I_B > 0)$ indicates that $A$ is strictly better than $B$, because the whole of $A$’s attainment surface can be shifted away from the ideal point, and it still weakly dominates all $B$’s points, while $B$ must be shifted towards the ideal in order to weakly dominate all of $A$. A pair of numbers $(I_A > 0, I_B > 0)$ indicates that neither set is strictly better than the other. However, if $I_A$ is less than $I_B$, then it needs to be shifted less in order to weakly dominate $B$’s points and, in this weaker sense, it is therefore better. In the results we present, unnormalized objective values have been used in the computation of $I_A$ and $I_B$.

To summarise the results of multiple runs, we compute the binary epsilon indicator for each pair of runs in turn and then report on the median and interquartile range values of $I_A$ and $I_B$. We prefer the median and IQR to the mean and SD because if the median for either algorithm is less than zero, then this has a precise interpretation — that it was strictly better than the other algorithm on at least 50% of runs. We again use the Mann-Whitney rank sum test to decide if the distribution of $I_A$ values is different from the distribution of $I_B$ values.

6.3 Median and worst attainment surface plots

An attainment surface is the surface uniquely determined by a set of nondominated points that divides the objective space into the region dominated by the set and the region that is not dominated by it [20]. Given $n$ runs of an algorithm, it would be nice to summarise the $n$ attainment
<table>
<thead>
<tr>
<th>Parameter</th>
<th>setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>20</td>
</tr>
<tr>
<td>Maximum generations</td>
<td>13 [100]</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>0.9</td>
</tr>
<tr>
<td>Real-value mutation probability</td>
<td>1/d</td>
</tr>
<tr>
<td>Real-value SBX parameter</td>
<td>10</td>
</tr>
<tr>
<td>Real-value mutation parameter</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 4: NSGA-II parameter settings, where $d$ is the number of decision parameter dimensions

surfaces obtained, using only one or two ‘summary surfaces’ that everywhere lie on or between the $n$ attainment surfaces. Such summary surfaces can be defined by imagining a diagonal line in the direction of increasing objective values cutting through the $n$ attainment surfaces (see Figure 2). The intersection on this line that weakly dominates at least $n - p + 1$ of the surfaces and is weakly dominated by at least $p$ of them, defines one point on the ‘$p$th summary attainment surface’.

Obviously, from the definition of the $p$th summary attainment surface, it is possible to define a median (summary) surface (for an odd number of approximation sets) and a best and worst (summary) surface. For illustration, we plot five surfaces and their exact sample median, best and worst attainment surfaces in Figure 3. Notice that the interpretation of the median surface is that, for every point on it, a point (weakly) dominating this was obtained in at least 50% of algorithm runs. Similarly, the worst attainment surface has the interpretation that in every algorithm run the entire surface was (weakly) dominated. Thus, plots of these surfaces provide more information than a mere scatter plot of the aggregation of (nondominated) points found from several runs.

For the two-objective problems in this paper, we give the median and worst attainment surface of ParEGO and of NSGA-II on the same plot, with ParEGO’s surfaces shown in solid and NSGA-II surfaces shown in dashed lines. For the three-objective problems, we show just the worst attainment surface of the two algorithms, each on separate plots but with the same axes. This gives an indication of the worst-case performance of the two algorithms.

7 Experimental details

To evaluate NSGA-II and ParEGO on the test suite, each algorithm is run 21 times, and all solutions visited are stored. The nondominated sets achieved after a particular number of function
<table>
<thead>
<tr>
<th>Parameter</th>
<th>setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial population in latin hypercube</td>
<td>$11d - 1$</td>
</tr>
<tr>
<td>Total maximum evaluations</td>
<td>250</td>
</tr>
<tr>
<td>Number of scalarizing vectors</td>
<td>11 (for 2 objectives), 15 (for 3 objectives)</td>
</tr>
<tr>
<td>Scalarizing function</td>
<td>augmented Tchebycheff</td>
</tr>
<tr>
<td>Internal GA evals per iteration</td>
<td>200,000</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>0.2</td>
</tr>
<tr>
<td>Real-value mutation probability</td>
<td>$1/d$</td>
</tr>
<tr>
<td>Real-value SBX parameter</td>
<td>10</td>
</tr>
<tr>
<td>Real-value mutation parameter</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 5: ParEGO parameter settings, where $d$ is the number of decision parameter dimensions

evaluations can then be determined and used to estimate performance.

Performance was also compared with a random search run 21 times for up to 10000 function evaluations on all problems.

7.1 NSGA-II parameter settings

The implementation of NSGA-II that we use is the one available for download from Deb’s KANGAL webpage. We use default settings (Table 4), as supplied, with one exception. The population size is reduced to 20 in order to maximise the performance over the short run experiments. This size was determined from some runs in which sizes from 10 to 50 were tried. With a population size of 20, 13 generations gives 260 evaluations in all. This is comparable to the 250 evaluations given to ParEGO. Performance of the two algorithms is also compared at 100 evaluations.

7.2 ParEGO parameter settings

The main choices in the parameter settings of ParEGO concern the number of scalarizing vectors to use (specified via the parameter $s$ in Equation 1), and in the parameters of the internal EA. For the former we chose a number which would allow several ‘passes’ over each scalarizing vector. For the evolutionary algorithm within ParEGO, a small number of preliminary experiments were carried out to determine settings that led to robust optimization of the expected improvement of the DACE model. The full set of parameter settings used in all runs of ParEGO are given in 5.
8 Results

Compared to a random search of the space, NSGA-II does well on most problems, even though only 100 or 260 function evaluations are used. An impression of this can be had from the plots (Figures 4 and 5) showing the median and worst attainment surfaces for NSGA-II, compared with 1000 random solutions, plotted in objective space, on four of the test functions. Plots of the attainment surfaces for the random search algorithm, not shown here, confirm that NSGA-II is better than random search over 260 function evaluations on all the test problems.

Tables 6 and 7 give the results of applying the $S$ measure to the 21 runs of ParEGO and NSGA-II after, respectively, 100 and 250 (260 for NSGA-II) function evaluations. From these results it is clear that ParEGO consistently dominates a larger region of the objective space (modulo the chosen bound point) at 250 evaluations. Not only is the mean higher, but the standard deviation is consistently lower, sometimes by several orders of magnitude, suggesting a much more reliable, and better worst-case, performance. The Mann-Whitney test shows that the differences between the two populations are significant at the 99% confidence level, on all functions.

At 100 function evaluations, the outcome is much the same, except for the functions DTLZ4a and DTLZ7a, where NSGA-II obtains a higher mean value (and is significantly better on DTLZ7a). A possible explanation for the relatively poorer performance of ParEGO on these two functions is that it has actually only ‘chosen’ 13 of the solutions evaluated — the first 87 solutions being the latin hypercube — since these functions both have 8 decision variables. If one were interested in a strong performance after 100 evaluations on these functions, a sparser latin hypercube may be worth considering.

Tables 8 and 9 give the equivalent results for the additive binary epsilon indicator. The results are largely in agreement with those of the $S$ measure, despite the fact that the method of measurement is quite different. Once again it is evident that ParEGO has less variation, and that after 250 (260 for NSGA-II) evaluations it is not significantly behind on any problem. Furthermore, on one problem, OKA2, its median indicator score is negative, indicating that its nondominated sets are better in a strict sense than NSGA-II’s on more than 50% of runs. On two or three other problems its median indicator value is also very close to zero, and we can confirm that on these problems its nondominated sets are strictly better than NSGA-II’s on several of the runs.
Table 6: Values of the $S$ measure after 100/100 evaluations of ParEGO/NSGA-II. Larger values indicate better performance. The distributions of the $S$ values are tested using the Mann-Whitney rank sum test. The $z$ values and significance level are indicated. ParEGO is significantly better than NSGA-II unless stated.

<table>
<thead>
<tr>
<th>Function</th>
<th>ParEGO mean (SD)</th>
<th>NSGA-II mean (SD)</th>
<th>$z$-value</th>
<th>significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNO1</td>
<td>94.5363 (7.28313)</td>
<td>87.7112 (8.28212)</td>
<td>-2.427529</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>OKA1</td>
<td>16.9725 (0.355216)</td>
<td>14.138 (1.25082)</td>
<td>-5.46841</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>OKA2</td>
<td>22.2165 (0.887676)</td>
<td>15.5118 (1.42961)</td>
<td>-5.46841</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>VLMOP2</td>
<td>0.320038 (0.00563326)</td>
<td>0.263637 (0.0387093)</td>
<td>-5.44218</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>VLMOP3</td>
<td>46.3881 (0.157458)</td>
<td>34.8668 (12.5845)</td>
<td>-5.320439</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ1a</td>
<td>189262 (209.001)</td>
<td>186855 (1943.03)</td>
<td>-5.270128</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ2a</td>
<td>4.40784 (0.0906379)</td>
<td>4.06872 (0.172994)</td>
<td>-4.943103</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ4a</td>
<td>0.673329 (0.263526)</td>
<td>0.824647 (0.408542)</td>
<td>-0.943340</td>
<td>- no winner</td>
</tr>
<tr>
<td>DTLZ7a</td>
<td>12.9895 (0.655795)</td>
<td>16.8967 (1.00974)</td>
<td>-5.546841</td>
<td>&gt; 99% NSGA-II wins</td>
</tr>
</tbody>
</table>

Table 7: Values of the $S$ measure after 250/260 evaluations of ParEGO/NSGA-II. Larger values indicate better performance. The distributions of the $S$ values are tested using the Mann-Whitney rank sum test. The $z$ values and significance level are indicated. ParEGO is better in all cases.

<table>
<thead>
<tr>
<th>Function</th>
<th>ParEGO mean (SD)</th>
<th>NSGA-II mean (SD)</th>
<th>$z$-value</th>
<th>significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNO1</td>
<td>108.478 (5.83982)</td>
<td>103.2 (7.92597)</td>
<td>-2.276594</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>OKA1</td>
<td>18.0834 (0.372983)</td>
<td>15.982 (0.681422)</td>
<td>-5.546841</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>OKA2</td>
<td>24.0278 (0.467227)</td>
<td>19.1279 (1.44751)</td>
<td>-5.546841</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>VLMOP2</td>
<td>0.312768 (0.00398254)</td>
<td>0.30501 (0.0119822)</td>
<td>-2.528152</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>VLMOP3</td>
<td>89.9313 (0.113778)</td>
<td>83.0951 (18.8421)</td>
<td>-2.578463</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ1a</td>
<td>64869.6 (6.98978)</td>
<td>64682.7 (154.84)</td>
<td>-3.710472</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ2a</td>
<td>4.46196 (0.0276682)</td>
<td>4.07554 (0.145971)</td>
<td>-5.546841</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ4a</td>
<td>2.14206 (0.478063)</td>
<td>1.42626 (0.809588)</td>
<td>-3.106734</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ7a</td>
<td>15.8421 (0.431151)</td>
<td>13.653 (0.930073)</td>
<td>-5.395906</td>
<td>&gt; 99%</td>
</tr>
</tbody>
</table>

The plots of the median and worst attainment surfaces (Figures 4–9) confirm the outcome of the measures, above. In particular, the worst attainment surface for NSGA-II is much worse than for ParEGO on several of the problems.

Finally, Figure 10 shows the solutions, and corresponding points in objective space, visited by NSGA-II and ParEGO on the first run on function OKA1. This plot indicates the very different ways that ParEGO and NSGA-II sample the space. NSGA-II is much more aggressive at honing in on good points, exploiting them much more than ParEGO. However, despite ParEGO’s greater exploration, it still manages to exploit the good solutions it has found very effectively, and so returns both very good and ‘very average’ points in the objective space.
<table>
<thead>
<tr>
<th>Function</th>
<th>median values ((I_{\text{ParEGO, NSGA-II}}))</th>
<th>IQR values ((I_{\text{ParEGO, NSGA-II}}))</th>
<th>z-value</th>
<th>significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNO1</td>
<td>(1.5261, 2.2245)</td>
<td>(1.2633, 1.3428)</td>
<td>-2.1508</td>
<td>&gt; 98%</td>
</tr>
<tr>
<td>OKA1</td>
<td>(0.3581, 0.9120)</td>
<td>(0.2395, 0.3714)</td>
<td>-5.4965</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>OKA2</td>
<td>(-0.0123, 1.3692)</td>
<td>(0.0540, 0.4530)</td>
<td>-5.5468</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>VLMOP2</td>
<td>(0.0313, 0.1029)</td>
<td>(0.0283, 0.2180)</td>
<td>-5.0186</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>VLMOP3</td>
<td>(0.0781, 0.6956)</td>
<td>(0.2167, 1.0073)</td>
<td>-4.3645</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ1a</td>
<td>(0.3168, 17.7269)</td>
<td>(0.8050, 17.2216)</td>
<td>-5.5846</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ2a</td>
<td>(0.00780, 0.0613)</td>
<td>(0.0151, 0.0969)</td>
<td>-3.4589</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ4a</td>
<td>(0.2276, 0.4153)</td>
<td>(0.4253, 0.7326)</td>
<td>-1.3207</td>
<td>&gt; 90%</td>
</tr>
<tr>
<td>DTLZ7a</td>
<td>(0.7813, 0.0963)</td>
<td>(0.6198, 0.9580)</td>
<td>-3.0564</td>
<td>&gt; 99% NSGA-II wins</td>
</tr>
</tbody>
</table>

Table 8: Median and interquartile range values of the binary epsilon indicator after 100/100 evaluations of ParEGO/NSGA-II. Lower values indicate better performance. The distributions of the \(I\) values are tested using the Mann-Whitney rank sum test. The \(z\) values and significance level are indicated. ParEGO is significantly better than NSGA-II unless stated.

<table>
<thead>
<tr>
<th>Function</th>
<th>median values ((I_{\text{ParEGO, NSGA-II}}))</th>
<th>IQR values ((I_{\text{ParEGO, NSGA-II}}))</th>
<th>z-value</th>
<th>significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNO1</td>
<td>(1.2906, 1.7204)</td>
<td>(0.8487, 1.4558)</td>
<td>-2.3520</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>OKA1</td>
<td>(0.2674, 0.7440)</td>
<td>(0.1268, 0.1605)</td>
<td>-5.4211</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>OKA2</td>
<td>(-0.0001, 1.3058)</td>
<td>(0.0373, 0.3484)</td>
<td>-5.5468</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>VLMOP2</td>
<td>(0.0467, 0.0491)</td>
<td>(0.0205, 0.0784)</td>
<td>-1.0439</td>
<td>-- no winner</td>
</tr>
<tr>
<td>VLMOP3</td>
<td>(0.1801, 0.0866)</td>
<td>(0.1256, 0.2509)</td>
<td>-0.6666</td>
<td>-- no winner</td>
</tr>
<tr>
<td>DTLZ1a</td>
<td>(0.0817, 4.7435)</td>
<td>(0.1699, 8.5125)</td>
<td>-5.5468</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ2a</td>
<td>(0.2425, 0.2141)</td>
<td>(0.1161, 0.3432)</td>
<td>-1.2452</td>
<td>-- no winner</td>
</tr>
<tr>
<td>DTLZ4a</td>
<td>(0.2674, 0.8682)</td>
<td>(0.3878, 0.2488)</td>
<td>-4.4400</td>
<td>&gt; 99%</td>
</tr>
<tr>
<td>DTLZ7a</td>
<td>(0.0152, 3.025)</td>
<td>(0.0516, 2.2221)</td>
<td>-5.5468</td>
<td>&gt; 99%</td>
</tr>
</tbody>
</table>

Table 9: Median and interquartile range values of the binary epsilon indicator after 250/260 evaluations of ParEGO/NSGA-II. Lower values indicate better performance. The distributions of the \(I\) values are tested using the Mann-Whitney rank sum test. The \(z\) values and significance level are indicated. ParEGO is significantly better than NSGA-II unless stated.
Figure 4: Attainment surface plot with 1000 random search points also shown, on the KNO1 function after 100 function evaluations (left), and on the OKA1 function after 250/260 function evaluations (right).

Figure 5: Attainment surface plot with 1000 random points also shown, on OKA2 after 250/260 function evaluations (left), and on VLMOP2 after 100 function evaluations (right).
Figure 6: Worst attainment surfaces after 250/260 function evaluations for ParEGO (left) and NSGA-II (right) on the DTLZ2 function

Figure 7: Worst attainment surfaces after 250/260 function evaluations for ParEGO (left) and NSGA-II (right) on the DTLZ4 function
Figure 8: Worst attainment surfaces after 250/260 function evaluations for ParEGO (left) and NSGA-II (right) on the DTLZ7 function.

Figure 9: Worst attainment surfaces after 250/260 function evaluations for ParEGO (left) and NSGA-II (right) on the VLMOP3 function.
Figure 10: Solutions (left) and their corresponding points in objective space (right) for the first run of ParEGO and of NSGA-II after 250/260 function evaluations on the OKA1 test function. Notice how ParEGO explores the parameter space much more evenly and yet still finds more good points

9 Summary and conclusion

In many optimization scenarios, the number of fitness evaluations that can be performed is severely limited by cost constraints. In this study, the performance of two multiobjective optimization algorithms, ParEGO and NSGA-II, was measured on much shorter runs than used in most previous MOEA studies. A suite of nine difficult, but low-dimensional, multiobjective test functions of limited ruggedness were used to evaluate the algorithms, and on these, it was confirmed that both ParEGO and NSGA-II outperformed a random search, even over a very small number of function evaluations.

ParEGO generally outperformed NSGA-II on the tested functions, at both 100 and 250 function evaluations, especially when the worst-case performance was measured. This suggests that ParEGO may offer a more effective search on problems like the instrument set-up optimization problem, described herein, where only one function evaluation can be performed at a time. We are currently evaluating it on this problem as well as some other closely-related ‘wet experiment’ problems.

Although ParEGO’s performance was good on the tested functions, there are at least two potential drawbacks of the current version:

1. Normalization of the cost space relies on knowledge of the cost limits,

2. The use of uniformly random scalarizing vectors does not necessarily result in the best dis-
tribution of nondominated points. Some parts of the Pareto front may be far easier to find than others, so that this may lead to a poor approximation.

In future work, it is our intention to investigate a method based on adapting the scalarizing vectors, as a function of the points visited in the objective space, in order to obtain a better improvement to the current nondominated front at each iteration.

The addition of mechanisms to deal with integer and mixed-integer problems, as well as constraints is also under way.
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